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I. INTRODUCTION 
The software assessment is that method of predicting the foremost realistic demand of effort needed to develop 

specific package. There is a huge amount of parameters that affects the software estimation and therefore several 

techniques to estimate it. The aim of our work is to propose a model that will give optimum results. Package 

developers and researchers have been providing several effort assessment techniques for many years, however 

the matter exists within the  package  engineering domain. Since the necessities of software package varies that 

makes the estimation  more  troublesome. Though the estimation for the similar software package may be easier 

by formulating the previous experiences is such cases the regression model [1] might be adopted. The regression 

models are great way to estimate the package effort though they will solely be used for similar  projects and 

additional problem is the variable (expertise, time, coordination, etc.) selection as a result of the model which 

entirely depends upon chosen variables and improper choice of this might result in serious deviation, therefore 

for developing such a system first of all needed a parameters (variables)  choice technique. To avoid these 

complexities a way straightforward model is planned that relates the dilemma with the developed line of code 

(DLOC) as a result of it, it had been set up that prime  module  that concerns the effort assessment is the 

developed line of code (DLOC). The DLOC hold all program instructions and formal statements. The 

COCOMO is associate degree algorithmic software assessment model developed by Barry W. Boehm. The 

model uses a vital regression formula with parameters that are derived from chronological project information 

and current project scenario. 

The organization of the remnants of the paper is as follows. Section II elaborates some literature reviews 

on software effort assessment. Section III elucidates the Cocomo model. Section IV describes the 

Genetic Algorithm rule. Section V describes the planned work. In Section VI simulation are conferred and 

eventually in Section VII conclusions remark is provided. 

 

II. RELATED WORK 
As the software requirements are raising, it is the first requirement of the project manager to assess the 

approximate cost, effort, time and expertise. Because of such great interest to many researchers and 

organizations are continuously working on it. In this section some of the most related and useful works are 

discussed. 
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Software assessment of a project could be a key facet for the prediction of the price, time-span and 

also the experience needed for the project. An economical optimization rule is desperately 

required. During this paper, we have analyzed the genetic rule (GA) technique in the event of 

a software system assessment model for the NASA software system project dataset. The simulation 

is performed victimizing  MATLAB  ambiance and also the results are unit tested on the premise of 
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Alaa F. Sheta et al [2] proposed the use of GP to develop a software cost estimation model utilizing the effect of 

both the developed line of code and the used methodology during the development. Their application estimated 

the effort for a few NASA software projects. They tested and compared the performance of the developed 

Genetic Programming (GP) based model to known models in the literature. The developed GP model was able 

to present high-quality estimation capabilities compared to other models. 

 

The estimation of COCOMO model parameters by using genetic algorithm is anticipated by Alaa F. Sheta [3], 

in this work author present two new model structure to estimate the effort required for the development of 

software projects using Genetic Algorithms (GAs). A revised version of the famed COCOMO model is also 

provided to explore the effect of the software progress adopted methodology in effort computation. The 

performances of the developed models were tested on the NASA software project dataset. 

Efi Papatheocharous et al. [1] presented a Ridge Regression based effort estimation model, they propose a 

hybrid approach combining Ridge Regression (RR) with a Genetic Algorithm, the latter evolving the subset of 

attributes for approximating effort more accurately. Their proposed hybrid cost model has been applied on a 

widely known high-dimensional dataset (ISBSG dataset) of software project samples and the results obtained 

show that accuracy may be increased if redundant attributes are eliminated. 

 

Software Effort Estimation as Collective Accomplishment is proposed by Kristin Borte et al. [4] 

their work paper examines how a team of software professionals goes about estimating the effort of 

a software project using a judgment-based, bottom-up estimation approach. The conclusions of 

their work show how software effort estimation is driven out through a complex series of explorative and sense-

producing actions, relatively than by applying assumed information or procedures. Finally 

the paper demonstrates that to grasp the complexity of software estimation, there is a desire 

for more research that accounts for the communicative and interactional aspects of this activity. 

 Iman Attarzadeh et al. [5] presented a fuzzy logic based assessment model, their paper outlined an improved 

Fuzzy Logic model for the estimation of software development effort and recommended a 

new approach by applying Fuzzy Logic for software effort estimates which reduces long term estimation 

process required in traditional techniques such as function points, regression models, COCOMO, etc. 

  

The Empirical Software Effort Estimation Models proposed by Saleem Basha et al. [6]. They marked 

that accurate estimation is a compound process because it can be anticipated as software effort prediction, as 

the term indicates a prediction never becomes an actual; hence their work shadows the basics of 

the empirical software effort estimation models. The goal of their study is to study the empirical software 

effort estimation; the primary result is that no single approach is best for all situations, and that a 

careful comparison of the results of numerous approaches is most feasible to yield genuine estimates. 

Randy K. Smith [7] presented Parameter Identification based Effort Estimation in Component Based Software 

Development (CBSD). This research describes and quantifies parameters that impact development effort in 

CBSD. The parameters identified in this research specifically consider the characteristics of CBSD. The analysis 

has substantial implications in the field of study of effort modeling, CBSD process learning, and continued 

exchange of the conflicts between CBSD and traditional development strategies. 

 

III. COCOMO 
COCOMO was developed by Boehm [8]. This model was set up based on 63 software projects. The model 

assists in defining the statistical correlation between the software development lines of codes and effort in man-

months [3] [9]. The COCOMO model is presented by the equation (1). 

𝐸 = 𝑎(𝐾𝐿𝑂𝐶)𝑏                 … … (1) 

 

The values of the parameters  and  depend mainly on the class of a software project. Software projects 

were classified based on the complexity of the project into three categories. They are: 1) Organic 2) Semi-

detached and 3) Embedded. The model helps is defining mathematical equations that identify the cost, schedule 

and quality of a software product. The estimated accuracy is radically improved when adopting models such as 

the Intermediate and Complex COCOMO models. Extensions of COCOMO, such as COMCOMO II can be 

found [2]. 

 

IV. GENETIC ALGORITHM 
A genetic algorithm (GA) is a search heuristic that simulates the process of natural evolution. This heuristic is 

habitually employed to generate appropriate solutions to optimize and look for problems. GA can 

be described by following steps [11]: 

1. Create an arbitrary initial population {Sk(0)}. 
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2. Evaluate the fitness f(Sk) of each individual Sk in the population {Sk(t)}. 

3. Selecting the individuals Sk according to their fitness f(Sk) and utilizing genetic operation (crossover 

and mutations) on selected chromosomes, engender the offspring population {Sk(t+1)}. 

4. Repeat the steps 1, 2 for t = 0, 1, 2, ..., until some convergence criterion (the maximum fitness in the 

population fails to increase, t reaches the precise value) is contented. 

 

V. PROPOSED WORK 
In our proposed work we optimized the model parameters (a, b, c and d) of all three models (presented below) 

for NASA 18 software project dataset by using GA. 

Model 1: Proposed model considered DLOC. The model has two parameters a and b. 

Effort = a(DLOC)
b
 (2) 

 

Model 2: Proposed model based on DLOC and ME with parameters a, b and c. 

Effort = a(DLOC)b  + c(ME) (3) 

 

Model 3: This proposed model contains an additional parameter d. 

Effort = a(DLOC)b  + c ME + d (4) 

 

The NASA 18 software project dataset contains three parameters Kilo Line of Code (KLOC), Methodology 

(ME) and the Measured Effort for the 18 different software projects. 

 

 
Figure 1: Block Diagram of the Simulated Model 

 

Description of Block Diagram: 

 Variables Limit- The limits of the variables involved in the implementation have been set for the better 

optimization of the results.  

 Algorithm Configuration Parameters- These parameters used in the simulation and according to the 

required performance their values have been set. As illustrated in table II.  

 Optimization Algorithm Interface- The variables limit and parameters are fed to this interface which is 

further applied in the GA. It receives the result of the GA which is the best solution of our problem.  

 Data Length- It is the length of the population used for the simulation.  

 Data Set- In this research, we use NASA 18 data set to test.  

 Objective Function- The objective function for the problem is defined below in this section.  
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 Model Type- Through the model type we select the model through which we want to optimize (i.e. model 1, 

2 or 3).  

 Genetic Algorithm- This stage is to find the optimal solution of software assessment. GA is chosen due to 

its ability in finding best possible solution as global search technique. The data length, data set, objective 

function and model type also acts as input to the genetic algorithm. The result of this stage is fed into the 

Optimization Algorithm Interface.  

 Best Solution- as GA is a stochastic algorithm; we reach at a best solution after a number of iterations. The 

best solution is the optimal values of the measures used for assessment (i.e. the values of MMRE, MdMRE, 

MMER, PRED (25%), Time (sec)).  

 

Table 1. NASA18 software project dataset 
KLOC ME Measured Effort 

90.2 30 115.8 

46.2 20 96 

46.5 19 79 

54.5 20 90.8 

31.1 35 39.6 

67.5 29 98.4 

12.8 26 18.9 

10.5 34 10.3 

21.5 31 28.5 

3.1 26 7 

4.2 19 9 

7.8 31 7.3 

2.1 28 5 

5 29 8.4 

78.6 35 98.7 

9.7 27 15.6 

12.5 27 23.9 

100.8 34 138.3 

 

Following parameters are set for the simulation of the algorithm: 

Table 2. Simulation Parameters 

 
The objective function for the problem is defined as: 

Obj_fun =  max{
abs acteffor ti

− esteffort i 

acteffor ti

, i = 1,2,3 …… 18} 

= 1,2,3…… 18} 

 

Where, 

acteffor ti
= Actual  Measured Effort of ith  project. 

esteffor ti
= Estimated Effort of ith  project on the  

basis of selected values of a, b, c and d on respective formulas. 
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VI. SIMULATION RESULTS 
The following measures are used to estimate the performances of the algorithm: 

 Magnitude of Relative Error (MRE): It measures the error ratio between the actual effort and the predicted 

effort. It can be expressed as the following equation: 

 

MRE =  
 acteffor ti

− esteffort i 

acteffor ti

 

 Magnitude of Error Relative to the estimate (MER) is given by: 

MER =  
 acteffor ti

− esteffort i 

esteffor ti

 

 Mean Magnitude of Relative Error (MMRE) is given by: 

MMRE =
 MREi

n
i=1

n
 

 Median Magnitude of Relative Error (MdMRE) is given by:  

 

MdMRE = Median{MRE1, MRE2 , . . . , MREn } 

 

 Mean MER (MMER) is given by: 

MMER =
 MERi

n
i=1

n
 

 

 PRED (25): This can be defined as the percentage of predictions falling within 25% of the actual values. It 

is given by:  

 

PRED 25 =
1

n
  1 if MREi ≤

25

100
0        otherwise

 

n

i=1

 

 

Table 3. Result of Model 1 

Measured Effort 
Estimated Effort By 

GA 

Estimated Effort 

By organic model 

Estimated Effort By 

semi-detached model 

Estimated Effort By 

embedded model 

115.8 141.0497 361.5071 531.6291 621.4495 

96 69.6811 179.0705 246.2972 278.4379 

79 70.1580 180.2916 248.1374 280.609 

90.8 82.9363 212.9935 297.836 339.4954 

39.6 45.9145 118.1812 156.2412 173.1691 

98.4 103.9129 266.6361 380.9084 438.8565 

18.9 18.0126 46.5286 56.2876 59.6774 

10.3 14.6188 37.7919 44.8218 47.0528 

28.5 31.1150 80.2066 102.194 111.1947 

7 4.0408 10.4974 11.0201 10.8841 

9 5.5652 14.4398 15.6264 15.6696 

7.3 10.6867 27.6598 31.8442 32.9361 

5 2.6803 6.974 7.0416 6.8206 

8.4 6.6879 17.3408 19.0958 19.3162 

98.7 121.9998 312.8554 453.7924 526.8234 

15.6 13.4473 34.7745 40.9175 42.7843 

23.9 17.5679 45.3843 54.7732 58.0029 

138.3 158.5740 406.2408 604.0889 710.0855 
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Fig 2: Plot of Estimated Effort and actual Effort for model 1 by genetic algorithm. 

 

 
Fig 3: Plot of Estimated Effort and actual Effort for model 1 by organic model. 

 

 
Fig 4: Plot of Estimated Effort and actual Effort for model 1 by semi-detached model. 

 

 
Fig 5: Plot of Estimated Effort and actual Effort for model 1 by embedded model. 
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Table 4. The Computed Performance of Model 1 

 
 

Table 5.  Optimized Values of Parameters for Model 2 

 
 

Table 6.  Results of Model 2 

 
 

 
Figure 6. Plot of Estimated Effort and actual Effort for model 2 by genetic algorithm  
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Table 7. The Computed Performance of Model 2 

 
 

Table 8.  Optimized Values of Parameters for Model 3 

 
 

Table 9. Results of Model 3 

 
 

 
Figure 7. Plot of Estimated Effort and actual Effort for model 3 by genetic algorithm 
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Table 10. The Computed Performance of Model 3 

 
 

VII. CONCLUSION 
Software parameter optimization is both crucial and important. In this paper the genetic algorithm (GA) is 

presented in the assessment of parameters of the proposed models (i.e. model 1, model 2 and model 3) for the 

NASA software project dataset. The developed software assessment model based GA was capable of providing 

good assessment parameter optimization as compared to other known basic models in the literature such as 

Organic model, Semi-detached model and Embedded model. The result shows that the three models (Organic 

model, Semi-detached model and embedded model) take much larger time and performs inferior than GA for 

the model1. In future the proposed models can be utilized for optimization using techniques such as swarm 

intelligence etc. 
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