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I.  INTRODUCTION 
Data mining is one of the most  dynamic emerging research  in  toda y’s database  

technology and Art i ficia l  Intel l igen t r esearch; the main  aim is to discover  valuabl e  

pat terns from a  large col lect ion  of data  for  user s.  In  the t r ansact ion  database,  min ing 

associa t ion  rule is one of  the impor tan t  r esearch  techn iques in  data  min ing field.  The  

or iginal  problem addressed by associa t ion  rule min ing was to find the cor rela t ion  among 

sales of  di fferen t  i tems from the analysis  of a  l arge set  of super  market  data .  Righ t  now,  

associa t ion  rule min ing research  work is mot iva ted by an  extensive r ange of  appl icat ion  

areas,  such  as banking,  manufactur ing,  heal th  care,  medicine,  and telecommunications.  
There are two key issues that  need t o be addressed  when  applying associa t ion  analysis.  

The fi r st  one is that  discover ing pat terns from  a  large dataset  can  be computat ional ly 

expensive,  thus effi cien t  a lgor i thms are needed. .  We propose a  new dynamic a lgor i thm for  

fr equen t  pat tern  min ing in  which  database r epresen ted in  transposed form.  And for  

coun t ing the suppor t  we find out  by l ongest  common subsequence approa ch  and after  

finding pat tern  longest  common subsequence is  stored or  update in  database so that  next 

t ime instead of whole t r ansact ion  we search  from these fi l ter  t ransact ion  str ing..  The 

fr equen t  pat tern min ing a lgor i thms are appl ied in  the dyeing process  due to di ffi cul t ies of  

doing the col or ing process in  an  efficien t  wa y.  Apr ior i  algor i thm can  sign ifican t ly r educe 

min ing t ime by generating pat tern  candidates that  had successful l y brough t  many 

researcher s’  a t tent ion [1] .These fr equen t  patterns have a  con fidence for  di fferen t  

t r eatmen ts of the dyeing process.  These confidences help the dyeing un it  exper t  ca l led 
dyer  to predict  bet ter  combinat ion  or  associa t ion of t r eatmen ts.  Th is ar t icle a lso proposes  

to modi fy the APr ior i  algor i thm to the dyeing process o f dyeing un i t,  wh ich may have a  

major  impact  on the col or ing process of dyeing industry t o process their  color s effect i vel y 

without  any dyeing probl ems,  such  as pales,  dark spots on  the col ored yarn.  

 

 

 

 

ABSTRACT: 
A noval approach of process mining provides a new means to improve processes in a variety of 

application domains these process mining techniques help organizations to uncover their actual business processes 
in this presented paper. Dyeing process using apriori algorithm. but apriori algorithm has some drawback like 
more execution time, can not handle the large amount of data Now, we propose modified apriori algorithm that 

applied in dyeing process model to generate frequent pattern and remove the drawback of apriori algorithm in term 
of execution time, handle the large amount of data. We  proposed work Evaluating and analyzing the usefulness and 
application of the association rule mining algorithms and as it was implemented to obtain simpler process models 
for the dyeing domain. In view of performance the proposed algorithm for frequent patterns discovery are, it 
reduces the size of the database after second pass and, the storage space and saves the computing time. this 
Proposed work has an excellent performance for various kinds of application market ing,medicine,e-
commerce, web  mining,bio  informatics  to create frequent patterns, outperforms currently available 
algorithms in dyeing processing systems, and is highly scalable to mining large databases. 
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II.  RELATED WORK 
These process min ing techn iques help or ganizat ions to uncover  their  actual  

business processes.  Process min ing is not  l imited to process di scover y.  The fr equen t  

pat tern  mining plays an  essen t ia l  role in  many data  min ing tasks and appl icat ions,  such  as 

min ing associa t ion  rules,  cor rela t ions [5] ,  sequen t ia l  pat terns [6] ,  episodes [7] ,  

mul t idimensional  patterns [8] ,  max patterns and fr equen t  closed pat terns [9] ,  par tia l 

per iodici t y [10],  emerging pat terns [11],  classi fi cat ion  [12] and cluster ing [13]. The 

numerous studi es on  the fast  min ing of  fr equ en t  pat terns can  be  classi fied in to fol l owing 

categor ies.  

2.1 candidate  generation and test  approaches ,  

candidate generat ion  and test  approaches such  as Apr ior i  and many subsequen t  

studies,  are di r ect l y based on  an  an t i -monotone Apr ior i  proper t y [1]  i f a  p at tern  with  k 

i tems is not  fr equen t ,  any of  i t s super -pat terns wi th  (k + 1)  or  more i tems  can  never  be  

fr equen t .  A candidate generat ion  and test  approach  i terat ivel y generates a  set  of candidate 

pat terns of length (k + 1)  from a set  of fr equen t pat terns of  length  k (k ≥ 1),  and checks  

their  corresponding occur rence fr equencies in the database.   

2.2 pattern-growth methods  
The second categor y of methods,  pat tern -growth  methods,  such  as FPGrowth  [14] 

and Tree Project ion  have been  proposed.  A pat tern -growth  method uses the Apr ior i 

proper ty.  However ,  in stead of generat ing candidate sets,  i t  r ecur sivel y par t i tions the 

database in to sub-databases  according to the fr equen t  pat terns found and searches for  

local  fr equen t  pat terns to assem ble l onger  global  ones.  Howeve r ,  these a lgor i thms may 

st i l l  encoun ter  some diffi cul t ies in  di fferen t  cases. .   

2.3 HMine to mine frequent patterns  

In  2001 J.  Pei  [3]  proposed an  a lgor i thm cal led HMine to mine fr equen t  pat terns 

effici en t ly on  a  spar se dataset .  Th is a lgor ithm ut i l izes H -Struct  data  st ructure,  wh ich  has 

ver y l imited and predictable spa ce overhead,  and runs ver y fast  in  memory set t ing, hence 

modifi ed th is a lgor i thm with l ink structure and rever se order  processing.   

III.  CLASSICAL ALGORITHM USED FOR DYING PROCESS 

3.1 Sequential Algorithms  

3.1.1 AIS Algorithm 

The AIS algorithm was the first published algorithm developed to generate all large itemsets in a 

transaction database [Agrawal1993]. This technique is limited to only one item in the consequent. That is, the 

association rules are in the form of XIj | , where X is a set of items and Ij is a single item in the domain I, and 

 is the confidence of the rule.  

3.1.2 Apriori 

the Apriori algorithm developed by [Agrawal1994] is a great achievement in the history of mining 

association rules [Cheung1996c]. This technique uses the property that any subset of a large item set must be a 

large itemset.In the first pass, the item sets with only one item are counted. The discovered large item sets of the 

first pass are used to generate the candidate sets of the second pass using the apriori _gen() function. Once the 

candidate item sets are found, their supports are counted to discover the large item sets of size two by scanning 
the database.  In the third pass, the large item sets of the second pass are considered as the candidate sets to 

discover large item sets of this pass.  This iterative process terminates when no new large item sets are found.  

Each pass i of the algorithm scans the database once and determines large itemsets of size i.  Li denotes large 

item sets of size i, while Ci is candidates of size i. The apriori_gen() function as described in [Agrawal1994] has 

two steps.  During the first step, Lk-1 is joined with itself to obtain Ck.  In the second step, apriori_gen() deletes 

all item sets from the join result, which have some (k-1)–subset that is not in Lk-1. Then, it returns the remaining 

large k-item sets.   
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Method: apriori_gen() [Agrawal1994] 

Input: set of all large (k-1)-itemsets Lk-1 

 Output: A superset of the set of all large k-itemsets      //Join step 
Ii = Items iinsert into Ck 

Select p.I1, p.I2, ……. , p.Ik-1, q .Ik-1   From Lk-1 is p, Lk-1 is q 

Where p.I1 = q.I1 and …… and p.Ik-2 = q.I k-2 and  p.Ik-1 < q.Ik-1.    //pruning step 

For all  itemsets cCk do 
for all (k-1)-subsets s of c do 

If (sLk-1) then 
delete c from Ck          

 

Consider the example given in Table 4 to illustrate the apriori_gen().  Large item sets after the third 

pass are shown in the first column.  Suppose a transaction contains {Apple, Bagel, Chicken, Eggs, DietCoke}.  

After joining L3 with itself, C4 will be {{Apple, Bagel, Chicken, DietCoke}, {Apple, Chicken, DietCoke, Eggs}. 

The prune step deletes the item set {Apple, Chicken, DietCoke, Eggs} because its subset with 3 items {Apple, 

DietCoke, Eggs} is not in L3. The subset() function returns subsets of candidate sets that appear in a transaction.  

Counting support of candidates is a time-consuming step in the algorithm [Cengiz1997].  To reduce the number 
of candidates that need to be checked for a given transaction, candidate item sets Ck are stored in a hash tree.  A 

node of the hash tree either contains a leaf node or a hash table (an internal node). The leaf nodes contain the 

candidate item sets in sorted order. The internal nodes of the tree have hash tables that link to child nodes.  Item 

sets are inserted into the hash tree using a hash function.  When an item set is inserted, it is required to start from 

the root and go down the tree until a leaf is reached.  Furthermore, Lk is stored in a hash table to make the 

pruning step faster [Srikant1996b] 

 Algorithm 3 shows the Apriori technique. As mentioned earlier, the algorithm proceeds iteratively.  

Large Item sets in the 

third pass (L3) 

Join (L3, L3) Candidate sets of the 

fourth pass (C4 after 

pruning) 

{{Apple, Bagel, 

Chicken}, 

{Apple, Bagel, 

DietCoke}, 

{Apple, Chicken, 

DietCoke}, 

{Apple, Chicken, 

Eggs},  

{Bagel, Chicken, 

DietCoke}} 

{{Apple, Bagel, 

Chicken, 

DietCoke}, 

{Apple, Chicken, 

DietCoke Eggs}} 

{{Apple, Bagel, 

Chicken, DietCoke}} 

Table 5.1 :Finding Candidate Sets Using Apriori_gen() 

Function count(C: a set of itemsets, D: database) 

begin 

  for each transaction T  D= Di do begin 

    forall subsets x  T do 

      if x  C then 

        x.count++; 

  end 

Algorithm 3. Apriori [Agrawal1994] 

Input: 

I, D, s 

Output: 

L 
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Algorithm: 

//Apriori Algorithm proposed by Agrawal R., Srikant, R. [Agrawal1994]//procedure LargeItemsets 

 1) C 1: = I;   //Candidate 1-itemsets  
2) Generate L1  by traversing database and counting each occurrence of an attribute in a transaction; 

3) for (k = 2; Lk-1 ; k++) do begin//Candidate Itemset generation 
//New k-candidate itemsets are generated from (k-1)-large itemsets 

4)    Ck = apriori-gen(Lk-1);//Counting support of Ck 

5)  Count (Ck, D) 

6)         Lk = {c Ck | c.count  minsup} 
7)    end 

Initially, each item of the itemset is considered as a 1-item candidate itemset.  Therefore, C1 has four 1-

item candidate sets which are {Bread}, {Butter}, {Eggs}, and {Milk}.  L1 consists of those 1-itemsets from C1 

with support greater than or equal to 0.4.  C2 is formed by joining L1 with itself, and deleting any itemsets which 

have subsets not in L1. This way, we obtain C2 as {{Bread Butter}, {Bread Eggs}, {Butter Eggs}}.  Counting 

support of C2, L2 is found to be {{Bread Butter}, {Butter Eggs}}.  Using apriori_gen(), we do not get any 

candidate itemsets for the third round.  This is because the conditions for joining L2 with itself are not satisfied.  

 
Figure 1  Discovering Large Itemsets using the Apriori Algorithm 

4. PROPOSED SCHEME 

Associa t ion  rule min ing is a  popular  and wel l  r esearched area  for  discover ing interest ing 
r ela t ions bet ween  var iables in  large databases.  We have to anal yze the col or ing process of  

dyeing un i t  using associa t ion  rule min ing a lgor i thm s using fr equen t  pat terns.  Various  

a lgor i thms are used for  the col or ing process of  dyeing uni t  using associa t ion  rules.  For  

example.  LRM, FP Growth  Method. ,  H-Mine a nd Apror i  a lgor ithm But  these a lgor i thm 

sign ifican tly r educes the size of candidate sets.  H owever ,  i t can suffer  from three -

non tr ivia l costs:   

(1)  Generating a huge number  of candidate sets,  and  

(2)  Repeatedl y scann ing the database and checki ng the candidates by pat tern  match ing.  
(3)  I t  take more t ime for  generate fr equen t  i tem set .  

Apr ior i  a lgor i thm, in  spi te of being simple and clear ,  has some l imitat ion . I t  i s cost l y t o 

handle a  huge number  of  candidate sets.  .  This is the inherent  cost  of candidate 

generation ,  no mat ter  what  implementat ion  Techn ique is appl ied.  I t  i s tedious t o 

r epeatedl y scan  the database and check a  large set  of candidates by pat tern  match ing,  

wh ich  is especia l ly t rue for  min ing long patterns.  Apr iori  Algor i thm Scans the database  

too many t imes,  When  the database stor ing a large number  of data  services,  the l imited 
memor y capaci t y,  the system I/O load,  considerable t ime scann ing the database wil l  be a  

ver y long t ime,  so effi ciency is ver y l ow.  We have to proposed such  that  algor i thm that  i t 

has a  very l imited and precisel y predicta ble main  memor y cost  and runs ver y qui ckl y in  
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memor y-based set t ings.  i t  can  be scaled up to ver y large databases using database  

part i t ioning. and to iden t i fy the bet ter  dyeing process of dyeing un i t .  In  th is paper , 

previous work is based on  apr ior i  a lgor i thm in dyeing process of dyeing uni t .  So bas ic  
aprior i  a lgor i thm are fol lowing  

 

4.1 Limitation of C urrent State  of  Art.  

Current  secur i ty syst ems are facing chal lenges l ike The  drawback of a lgor i thm is  

a)  More t ime for  execut i on   

b)  Less effi cien t  on  the larger  size datasets  
c)  Slow and provide low accuracy 

4.2 Algorithm Description  

The Aprior i  a lgori thm had a  major  probl em of mul t iple scans through  the en t ir e 

data .  It  r equired a  lot  of space and t ime.  The modi ficat ion  in  our  paper  suggests that  we 

do not  scan  the whole database to coun t  the suppor t  for  ever y a t t r ibute.  Th is is possi ble  

by keeping the coun t  of min imum suppor t  and then  compar ing i t  wi th  the suppor t  of ever y 

a t tr ibute.  The suppor t  of an  a t tr ibute is coun ted on l y t i l l  the t ime i t  r eaches the min imum 
suppor t  value.  Beyond that  the suppor t  for  an a t tr ibute need not  be known.  Th is provi sion  

is possi ble by using a  var iable named flag in  the a lgor i thm.  As soon  as flag changes i ts 

value,  the loop is broken  and the value for  suppor t  i s noted.  In  proposed a lgor i thm,  to 

calcula te the suppor t , we coun t  the common tr ansact ion  that con ta ins in  each  elemen t’s of  

candidate set ,  wi th  the  help of the in ter sect  quer y.  In  this approach ,  we have appl ied a  

constra in ts that  we wil l  consider  on l y those t r ansact ion  that  con ta in  a t  least  k i tems,not  

less than  k in process of suppor t  coun t ing for  candidate set  of k length . Th is approach 

requires the proposed a lgor i thm improvement  main ly concen tra ted on  (1)  for  r educing 

fr equen t  i temset  and (2)  for  r educing storage space as wel l  as the computing t ime.  In  the 

case  of large dat asets l ike Wal -Mar t  datasets,  the proposed a lgor i thm is ver y much  useful  

for  r educing the fr equen t  pat terns and a lso r educing the database size for  ever y 

subsequen t  passes.  For  example,  in  the improved a lgor i thm,  the number  of occur rence of  
fr equen t  k-i temsets when  k-i temsets are generated from (k -1)-i temsets is computed.  If k is  

greater  than the size of the database D,  there is no need to scan  database D which  is 

generated by (k -1)-i temsets according to the Apr ior  proper t y and i t  can  be r emove 

automat ical ly.  Ver y less t ime as compared to a l l other  approaches.  

4 .2.1  PROPOSED ALGORITHM  

Algorithm 1: Improved Algori thm 

Input:  A t r ansposed database D T  and the user  defined min imum suppor t threshold s.   

Output:  The complete set  of fr equen t  pat terns  

Step 1:  Conver t  Database D into t ranspose form D T   

Step 2:  Compute CT1  candidate tr ansact ion  sets of size -1 and finds the suppor t  coun t .   

Step 3:Compute the large tr ansact ion sets ( LT)  of size-1.   

( i .e. ,  for  a l l CT1 i s greater  than  or  equal to min imum suppor t. )  

LT1  = {Large 1-transact ion  set  (LT)};   

For  (k=2;  LT k - 1  = 0; k++) do  

Begin   

CTk = Apriori -gen(LT k - 1 , c t ) ;  

/ /new candidate tr ansact ion  sets  

End  

Return  LT = ∪ kLT k ;  

Algorithm2:Apriori -gen(LTk-1) ,Generate  candidate  sets  

For  a l l  tr ansact ions p ∈ LT k - 1  do begin   

For  a l l  tr ansact ions q ∈ LT k - 1  do begin   

If  p. t r ansact ion1 = q. transact ion ,…, p. tr ansact ionk -2=q. tr ansact ionk-2,  p. tr ansact ionk-1< 
q. tr ansact ionk-1 then   

Begin   

ct=p ∞ q;  

If has_infrequent_subset (ct ,  LT k - 1 )  then   

delete ct ;   
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Else  

For  a l l  tr ansact ion  set  t∈ DT  do begin   

If coun t(t )  <k then  delete t ;   

Else begin   
Ct=subset(CT k ,  t ) ;   

End;  End  

 

For  a l l  candidate tr ansact ions ct∈CT ido begin  

 CT.count = CT.count + 1; 

End;  End;   

LTk = {ct∈CT k  |  CT.count  ≥ s};   

End;  End;   

End;  End;   

Return  CT k;   

Algorithms3has_infrequent_subset(ct ,  LTk - 1 )  / /checking the elemen ts of candidate 

generation   

For  a l l  (k-1)-sub t ransact ion  set  of ct  do  

Begin   

If t  ∈  LT k - 1  then return true;   

else r eturn  fa lse;   
End. 

The main advantage of the proposed algorithm for frequent patterns discovery are, it reduces the size of 

the database after second pass and, the storage space and saves the computing time. 

IV. PERFORMANCE ISSUE OF APRIORI ALGORITHM & MODIFIED APRIORI 

ALGORITHM 

To evaluate the effi ciency and effect iveness  of the improved a lgor i thm, we 

per formed an  extensive study of t wo algor i thms: Apr ior i -l ike and improved a lgor i thm, on  

both  r eal  t ime syn thet ic data  sets wi th  differen t ranges Now ,  we compare the associa t ion  

rules min ing algor i thms on  the whol e data  set  wi th  5000 data  set  Now we implement  the 

associa t ion  rules that Aprior i  a lgori thm is more effi cien t  wh ich  takes less t ime,  less  

memor y and hence r esul ts in  h igh effici ency The exper imen tal  r esul ts shows improvem ent  

in  generat ion  of candidate sets,  r esul ts in r educed number  of data  base scan ,  and a lso the 

t ime and space consumption .  we calcula te suppor t  and confidence  
Suppor t= (XUY).coun t /n 

Confidence= (XUY).coun t /X.coun t  

 

Database 

Size   

 Apriori 

Algorithm 

Time(ms) 

Modified apriori 

algorithm Time(ms) 

200 400 300 

400 550 410 

600 630 520 

800 690 540 

1000 750 590 

 

Table6.6 Support and Confidence value of modified Apriori algorithm 
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Fig 7.3: Support and Confidence value of modified Apriori algorithm 
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V. CONCLUSION 
Frequen t  pattern  min ing is the fi r st  step for  associa t ion  rule mining.  Associa t ion  

rule min ing has found many appl icat ions other than  market  basket  analysis,  including 

appl icat ions in  market ing,  customer  segmentat ion ,  medicine ,  e-commerce,  classi ficat ion ,  

cluster ing,  web min ing,  bioin format ics and finance.  Var ious techn iques have been  found 

to mine fr equen t  patterns. .  I t  takes less m emor y by represen t ing large database in  compact  

t r ee-st ructure.  But  a  word of caut ion  here that  associa t ion  rules should not  be used  

direct l y for  predict ion  without  fur ther  analysis or  domain  knowl edge.  They are,  however , 

a  helpful  star t ing poin t  for  fur ther  explorat ion & understanding of data .  Exper imen tal 

r esul ts have shown advan tages of Pr imitive Associa t ion  Rule Min ing over  modified   

Apr ior i.  There are a  number  of future r esearch  dir ect ions based on  the work presen ted in  
this paper .  Using constrain ts can  fur ther  r educe the size  of i tem sets generated and 

improve min ing effici ency.  Th is scheme was  appl ied in r etai ler  industry appl icat ion , 

t rying other  industry is  an  in terest ing field for  future work.  This scheme use Maximal Apriori 

and FP-Tree. We can use other combination to improve this approach. 
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