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Abstract 
Typical content-based image retrieval (CBIR) system would need to handle the vagueness in the user queries as 

well as the inherent uncertainty in image representation, similarity measure, and relevance feedback. We discuss how 

Histogram set theory can be effectively used for this purpose and describe an image retrieval system called HIRST 

(Histogram image retrieval system) which incorporates many of these ideas. HIRST can handle exemplar-based, graphical-

sketch-based, as well as linguistic queries involving region labels, attributes, and spatial relations. HIRST uses Histogram 

attributed relational graphs (HARGs) to represent images, where each node in the graph represents an image region and 

each edge represents a relation between two regions. The given query is converted to a FARG, and a low-complexity 

Histogram graph matching algorithm is used to compare the query graph with the FARGs in the database. The use of an 

indexing scheme based on a leader clustering algorithm avoids an exhaustive search of the FARG database. We quantify 

the retrieval performance of the system in terms of several standard measures. 

 

1. Introduction  
Retrieval of required-query-similar images from abundantly available / accessible digital images is a challenging 

need of today. The image retrieval techniques based on visual image content has been in-focus for more than a decade. 

Many web-search-engines retrieve similar images by searching and matching textual metadata associated with digital 

images.  For better precision of the retrieved resultant images, this type of search requires associating meaningful image-

descriptive-text-labels as metadata with all images of the database. Manual image labeling, known as manual image 

annotation, is practically difficult for exponentially increasing image database. The image search res ults, appearing on the 

first page for fired text query rose black, are shown in Figure 1 for leading web search engines Google, Yahoo and 

AltaVista 

 
 

 

Many resultant images of Figure 1 lack semantic matching with the query, 

showing vast scope of research leading to improvements in the state-of-art-techniques. The need evolved two solutions – 

automatic image annotation and content based image retrieval. The content based image retrieval techniques aim to 

respond to a query image (or sketch) with query-similar resultant images obtained from the image database. The database 

images are preprocessed for extract ing and then storing –indexing corresponding image features. The query image also gets 

processed for extracting features which are compared with features of database images by applying appropriate similarity 

measures for retrieving query similar-images.  
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2. Literature Survey: 
The biggest issue for CBIR system is to incorporate versatile techniques so as to process images of diversified 

characteristics and categories. Many techniques for processing of low level cues are distinguished by the characteristics of 

domain-images. The performance of these techniques is challenged by various factors like image resolution, intra -image 

illumination variations, non-homogeneity of intra-region and inter-region textures, multiple and occluded objects etc.  The 

other major difficulty, described as semantic-gap in the literature, is a gap between inferred understanding / semantics by 

pixel domain processing  using low level cues and human perceptions of visual cues of given image. In other words, there 

exists a gap between mapping of extracted features and human perceived semantics. The dimensionality of the difficulty 

becomes adverse because of subjectivity in the visually perceived semantics, making image content description a 

subjective phenomenon of human perception, characterized by human psychology, emotions, and imaginations.  The image 

retrieval system comprises of multiple inter-dependent tasks performed by various phases.  Inter-tuning of all these phases 

of the retrieval system is inevitable for over all good results. The diversity in the images and semantic -gap generally 

enforce parameter tuning & threshold-value specification suiting to the requirements. For development  of a real time CBIR 

system, feature processing time and query response time should be optimized. A better performance can be achieved if 

feature-dimensionality and space complexity of the algorithms are optimized. Specific issues, pertaining to applicatio n 

domains are to be addressed for meeting application-specific requirements. Choice of techniques, parameters and 

threshold-values are many a times application domain specific e.g. a set of techniques and parameters producing good 

results on an image database of natural images may not produce equally good results for medical or microbio logical 

images.   

 

3. Methodology: 
The color histogram for an image is constructed by counting the number of pixels of each color. In project, 

algorithms follow  

 (1) Select ion of a color space 

 (2) Quantizat ion of the color space 

 (3) Computation of histograms. 
 

The approach more frequently adopted for CBIR systems is based on the conventional color histogram (CCH), which 

contains occurrences of each color obtained counting all image pixels having that color. Each pixel is associated to a 

specific histogram only on the basis of its own color, and color similarity across different color dissimilarity in the same is  

not taken into account. Since any pixel in the image can be described by three components in a certain color space 

histogram, i.e., the distribution of the number of p ixels for each quantized color, can be defined fo r each component. By 

default the maximum number of colors one can obtain using the histogram function is 256. The conventional color 

histogram (CCH) of an image indicates the frequency of occurrence of every color in an image. The appealing aspect of the 

CCH is its simplicity and ease of computation. 

 

4. Data Flow Diagram 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

The images data used in the experiment were taken from dig ital camera & few of the images were downloaded from a web 

site to create large database. 
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5. Quantization of the color space 
Computing a color histogram for an image, the different color axes are divided into a number of so-called bins. A 

three dimensional 256x256x256 RGB h istogram would therefore contain a total of 16777216 such bins. When indexing the 

image, the color of each pixel is found, and the corresponding bin’s count is incremented by  one. 
 

6. Histogram Comparison 
In order to compare histograms of two images, we first need to generate specific codes for all histogram bins. In 

this experiment, (r: 0-255, g : 0-255, b: 0-255) codes were generated for RGB histogram bins. When the images have been 

quantized into histograms, a method of comparing these is needed. Two Histogram are compared with an Equation 

 
Where 

 Qi is the value of b in i in the query image. 

Ii is the corresponding bin in the database image.  

 

Experiment Result 
 Project GUI 

 

Input Image With Histogram 

 
Input Image With Exact Matched 

 

 
Other Matched Images With respect to input Image 
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Result Analysis with respect to parameters (After Resize the image)  

 

Result Analysis with respect to parameters (After Crop the image)  

 

Comparison of  Our Method with Shrinivasa Kumar Result 

7. Conclusion 
The main objective of the image mining is to remove the data loss and extract ing the meaningful in formation to 

the human expected needs. The images are preprocessed with various techniques and the texture calculation is highly 

focused. Here, images are clustered based on RGB Components  .Histogram is used to compare the images with some 

threshold constraints. This application can be used in future to  classify the medical images in order to diagnose the right 

disease verified earlier. 

 

8. Future Scope 

 This system is useful in future to detect the diseases related with human. 

 More effort to be taken to reduce the Image retrieval time of an given input Query Image  

 In future this system is also implemented in the field of computer Vision  which is concerned with the automated 

processing of images from the real world to extract and interpret informat ion on a real time basis. 

 In future these system is used in Astronomy to  the study of celestial objects (such as stars, planets, comets, nebulae, 

star clusters and galaxies). 

 

http://en.wikipedia.org/wiki/Astronomical_object
http://en.wikipedia.org/wiki/Star
http://en.wikipedia.org/wiki/Planet
http://en.wikipedia.org/wiki/Comet
http://en.wikipedia.org/wiki/Nebula
http://en.wikipedia.org/wiki/Star_cluster
http://en.wikipedia.org/wiki/Galaxy
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