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I.  INTRODUCTION 

Vapor compression Refrigeration system is an improved type of Mechanical refrigeration system. The 
ability of certain liquids to absorb enormous quantities of heat as they vaporize is the basis of this system. 

Compared to melting solids (say ice) to obtain refrigeration effect, vaporizing liquid refrigerant has more 

advantages. To mention a few, the refrigerating effect can be started or stopped at will, the rate of cooling can be 

predetermined, the vaporizing temperatures can be govern by controlling the pressure at which the liquid 

vaporizes. Moreover, the vapor can be readily collected and condensed back into liquid state so that same liquid 

can be recirculated over and over again to obtain refrigeration effect. Thus the vapor compression system 

employs a liquid refrigerant which evaporates and condenses readily. The System is a closed one since the 

refrigerant never leaves the system. The coefficient of performance of a refrigeration system is the ratio of 

refrigerating effect to the compression work; therefore the coefficient of performance can be increased by 

increasing the refrigerating effect or by decreasing the compression work.The Vapor compression refrigeration 

system is now-a-days used for all purpose refrigeration. It is generally used for all industrial purposes from a 
small domestic refrigerator to a big air-conditioning plant. 

 

1.2 Statement of Problem 

The main components of refrigeration system are compressor, condenser, expansion valve and 

evaporator. In general refrigeration system the entire refrigeration circuit is exposed to atmosphere so that some 

losses may occur. So the entire refrigeration circuit is placed in the closed cabin. The emission of refrigerants 

like R12, R22, R134a etc… are causes the depletion of ozone layer. So that the refrigerant R600a has been 

chosen because it is natural refrigerant consist of hydrocarbon and eco friendly. 

  In the present dissertation work the heat exchanger is incorporated i.e. the capillary tube is insulated 

together with suction line of the compressor. So that the heat transfer occur between vapour refrigerant in the 

suction line and the liquid refrigerant in the capillary tube, so that some precooled liquid refrigerant can enter in 

to evaporator which is more efficient than regular refrigeration system. This change in temperature of liquid 
refrigerant entering in to evaporator will increase the coefficient performance of the system. 

 

 

 

ABSTRACT 
 The main objective in present dissertation has been focused on alternative refrigerant to 

conventional CFC refrigerant, CFC like R12, R22, R134a, etc… are not eco friendly. The emission of 

these refrigerants causes the depletion of ozone layer etc…. Hence to avoid above difficulty the 

alternative of refrigerant in the form of R600a has been choosing. R600a refrigerant are natural 

refrigerant consist of hydrocarbon.  In the present work, the performance of the domestic refrigerator is 

determined using R600a (Isobutane) and comparison with R134a (Tetrafluoro-ethane) as the part of 

project work the refrigerator setup consists of evaporator, compressor, condenser and expansion valve 

are chosen with suitable specification. Also in the present work an attempt has been made to improve 

the coieffiecnt of performance (cop) of the system, by incorporating a heat exchanger before admitting 

refrigerant into the compressor. Thus the compressor work reduces and it may results increase the 

performance of the refrigeration system. 

 
KEYWORDS :Heat exchanger, coieffiecnt of performance, Isobutane, depletion of ozone, 

alternative refrigerants. 
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1.3 objective of the work 

1. Determining the actual coefficient of performance of domestic refrigerator using refrigerants R-134a 

and R-600a. 

2. Comparison the coefficient of performance of domestic refrigerators between refrigerants using R-134a 

and R-600a. 

3. Experiments increasing coefficient of performance of vapour compression refrigeration system by 

incorporating heat exchanger. 
4. Comparison the coefficient of performance of domestic refrigerators between refrigerants using R-134a 

and R-600a after incorporating heat exchanger. 

 

II. EXPERIMENTAL SETUP AND DESIGN DETAILS 
Different experimental and theoretical comparison is performed by many researchers to evaluate the 

performance of domestic refrigerator by using different refrigerants. In this experimental R-600a is compared 

with the R-134a in a domestic refrigeration system. To perform the experiment 165L refrigerator is selected 

which was designed to work with R-134a.it is consists of an evaporator, air cooled condenser, reciprocating 

compressor. Heat exchanger incorporating in system, capillary tube rounded on the entire suction line of system. 
By the process rounding of capillary to the suction line we reduce that external type of heat exchanger.  

 

 
   Figure.1 Fabrication of Refrigeration Tutor before Heat Exchanger Incorporation 

 

 
Figure.2 Fabrication of Refrigeration Tutor after Heat Exchanger Incorporation 

 

III. EXPERIMENTAL PROCEDURE 
While coming experiment two types of refrigerant using in the refrigerator R134a & R600a ,Putting the 

freezer regulator at top position so that no need of cut-off easily taken for system..Take down which refrigerant 

is in application. Take down the energy meter reading no of seconds for 5 revolution of energy meter Take 
down the reading of compressor pressure discharge inlet & condenser outlet from the pressure gauges. Take 

down the temperature readings of compressor suction line, discharge temperature, temperature of evaporator and 

condenser outlet temperature of system. Calculate coefficient of performance & energy consumption. And the 

experiment is repeated for other refrigerant and the readings are tabulated in the tabular column. 
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IV.  RESULTS AND DISCUSSION 
Table reading taken from the experimental procedure of R134a refrigerant placed in the experimental 

setup. Note the reading of compressor inlet, compressor outlet condenser outlet, evaporator temperature pressure 

& of various parameters in the setup. 
 

Table.1 Reading of R134a Refrigerant without Heat Exchanger 

Operating 

freezer 

point 

N 

(rev/sec) 

T1 

°c 

T2 

°c 

T3 

°c 

P1 

(bar) 

P2 

(bar) 

P3 

(bar) 

C.O.P 

1 

2 

3 

4 

61:07 

61:12 

60:00 

59:00 

-3.7 

-5.9 

-9.3 

-11 

53 

56.9 

57.5 

60 

40 

42 

44 

46 

0.68 

0.62 

0.55 

0.55 

9.6 

10.34 

11.72 

11.72 

9.31 

9.65 

11.03 

11.03 

4.22 

4.20 

4.16 

3.81 

 

Table .2 Reading of R134a Refrigerant with Heat Exchanger 

Operating 
freezer 

point 

N 
(rev/sec) 

T1 
°c 

T2 
°c 

T3 
°c 

P1 
(bar) 

P2 
(bar) 

P3 
(bar) 

C.O.P 

1 

2 

3 

4 

5 

6 

7 

46:10 

49:18 

50:30 

49:29 

51:20 

53:12 

52 

-7.9 

-7.9 

-9.6 

-12 

-15 

-17.8 

-19 

54.8 

54.9 

55.6 

57 

58.5 

59.2 

60.1 

44.3 

42.3 

41.6 

42.6 

43 

43.1 

43.1 

0.68 

0.55 

0.58 

0.58 

0.37 

0.344 

0.310 

17.24 

15.51 

15.72 

15.86 

15.17 

15.17 

14.48 

16.55 

14.62 

15.03 

15.17 

14.48 

14.48 

14.13 

4.55 

4.44 

4.30 

3.9 

3.87 

3.64 

3.40 

 

Table reading taken from the experimental procedure of R600a refrigerant placed in the experimental setup. 

Note down reading as per procedure placed. 

 

Table .3 Reading for R600a without Heat Exchanger 

Operating 
freezer 

point 

N 
(rev/sec) 

T1 
°c 

T2 
°c 

T3 
°c 

P1 
(bar) 

P2 
(bar) 

P3 
(bar) 

C.O.P 

1 
2 

3 

4 

5 

6 

7 

 
 

54 
55 

54 

57 

60 

57 

     60 

-10.6 
-11.6 

-12.2 

-14.1 

-16.8 

-17.7 

-18.3 

 

55.9 
57.4 

56.8 

57.2 

58.4 

59.3 

60 

45.2 
45.1 

43.9 

43 

44 

43.8 

44.3 

0.14 
0.13 

0.14 

0.07 

0.08 

0.07 

 0.08 

9.2 
8.9 

   9.1 

8.06 

8.34 

8 

 7.92 

8.21 
8.12 

7.94 

7.79 

7.94 

7.35 

 7.24 

5.76 
4.12 

4.76 

3.9 

3.8 

3.7 

4.08 

 

         

Table .4 Reading for R600a Refrigerant with Heat Exchanger 

Operating 

freezer 
point 

N 

(rev/sec) 

T1 

°c 

T2 

°c 

T3 

°c 

P1 

(bar) 

P2 

(bar) 

P3 

(bar) 

C.O.P 

1 

2 

3 

4 

5 

6 

7 

55:10 

55:10 

56:60 

56:10 

60:20 

60:09 

60:05 

-11.6 

-11.9 

-12.9 

-14.6 

-17.6 

-19.2 

-19.6 

51.9 

51.7 

52.3 

53.6 

53.7 

53.3 

53.5 

41.3 

39.4 

41.7 

39.6 

38 

39.2 

38.6 

0.13 

0.13 

0.14 

0.06 

0.06 

0.07 

0.06 

8.2 

8.4 

   8.2 

8.06 

7.93 

7.44 

7.33 

7.93 

7.93 

7.91 

7.79 

7.58 

7.24 

7.17 

5.2 

5.19 

5.21 

4.15 

3.6 

4.01 

4.06 
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Figure .3 Shows R600a refrigerant Evaporator point Vs C.O.P 

Colour Represent in graph Green colour : refrigerant with H.E 

                     Red colour : refrigerant without H.E 

 

 
 

Figure .4 Shows R134a refrigerant Evaporator point Vs C.O.P 

 

 
                                 Figure .5  Represent R600a evaporator Temp Vs Discharge Temp 
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Figure .6 Represent R134a evaporator Temp Vs Discharge Temp 

 

V. CONCLUSIONS 
An experiment is conducted on domestic refrigerator by with & without incorporating heat exchanger 

in the system by using various refrigerants in the fabrication system and their coefficient of performance & 

energy consumption of the system is calculated.  
 

 Refrigerator carried out using without & with heat exchanger of refrigerant R134a & R600a in system, 

in which coefficient of performance of refrigerator 0.95 increased by using heat exchanger.  

 In the same way the discharge temperature of compressor is decreased with 10% by using heat 
exchanger , energy consumption refrigerator gradually increased with 3% of compared to normal 

domestic refrigerator. 
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I. INTRODUCTION 

         Velicko[24] introduced the notions of θ-open  subsets, θ-closed  subsets and θ-closure, for the sake of 

studying the important class of H-closed spaces in terms of arbitrary filterbases. Dontchev and Maki [7] alone 

have explored the concept of θ-generalized closed sets. Regular open sets have been introduced and investigated 

by Stone [23]. Levine [4,14] introduced generalized closed sets and studied their properties. Bhattacharya and 

Lahiri [5], Arya and Nour [4], Maki et al.[15],[16] introduced semi-generalized closed sets, generalized semi-

closed sets and α–generalized closed sets and generalized α–closed sets respectively. O.Ravi et al [21] have 

introduced the concepts of  (1,2)*-semi-open sets, (1,2)*-α-open sets, (1,2)*-semi-generalized-closed sets and  

(1,2)*-α-generalized closed sets in bitopological spaces. This paper is an attempt to highlight a new type of 

generalized closed sets called (1,2)*-π generalized θ-closed (briefly (1,2)*-πgθ-closed) sets and a new class of 
generalized functions called (1,2)*-πgθ-continuous functions and (1,2)*-πgθ-irresolute functions. These findings 

result in procuring several characterizations of (1,2)*-πgθ-closed sets and as well as their application which 

leads to an introduction of  a new space called (1,2)*-πgθ-T½ space. 

 
 

II. PRELIMINARIES 
             Throughout this paper (X,τ1,τ2)and (Y,σ1,σ2) represent bitopological spaces on which no separation 

axioms are assumed unless otherwise mentioned. 

 

Definition  2.1 ([20]). A subset S of a bitopological space (X,τ1,τ2) is said to be τ1,2-open if S =  A B where 

A τ1and B τ2. A subset S of X is τ1,2 - closed if the complement of S is τ1,2-open.  
 

Definition  2.2 ([20]). Let S be a subset of X. Then 

 

(i) The τ1τ2–interior of  S , denoted by τ1τ2 –int (S) is defined by                                        {G/G S 

and G is τ1,2 -open } . 

(ii) The τ1τ2–closure of S denoted by τ1τ2-cl(S) is defined by ∩{ F / S F and F is  τ1,2  -closed}. 

 
Definition   2.3 .  A subset A of a bitopological space (X,τ1,τ2) is called  

1. (1,2)* - semi-open[20] if A   τ1τ2-cl(τ1τ2- int(A)).        

2. (1,2)*- preopen [20] if A τ1τ2- int (τ1τ2-cl(A)).                                                                                    3. (1,2)*- 

α-open [20] if A τ1τ2- int (τ1τ2-cl (τ1τ2- int(A))).    

4. (1,2)*-generalised closed (briefly (1,2)*-g-closed) [20] if τ1τ2-cl (A)  U whenever A 

    U and U is τ1,2 -open in X. 

5. (1,2)*-regular open[20] if A= τ1τ2- int (τ1τ2-cl(A)).    

6. (1,2)* - semi-generalised-closed (briefly (1,2)*-sg-closed) [20]  if (1,2)*-scl(A)      

      U whenever A   U and U is (1,2)*-semi-open in X. 

7. (1,2)*-generalized semi-closed (briefly (1,2)*-gs-closed)[20]  if (1,2)*-scl(A) U,  

  whenever A U and U is  τ1,2-open in X . 

Abstract 
                       In this paper we introduce a new class of sets called (1,2)*-πgθ-closed sets in bitopological spaces. 

Also we find some basic properties of (1,2)*-πgθ-closed sets. Further, we introduce a new space called 

(1,2)*-πgθ-T½ space.  Mathematics Subject Classification: 54E55, 54C55 

 

KEY WORDS: (1,2)*-πgθ-closed set, (1,2)*-πgθ-open set, (1,2)*-πgθ-continuity and (1,2)*-πgθ-T½ space. 
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8. (1,2)*-α-generalized-closed (briefly (1,2)*-αg-closed) [20]  if  (1,2)*-αcl(A) U,  

  whenever A U and U is τ1,2 -open in X. 

9. (1,2)*-generalized α-closed (briefly (1,2)*-gα-closed)[20]  if (1,2)*- αcl(A) U,  

       whenever A   U and U is  (1,2)*-α -open in X. 
10.  a (1,2)*-θ-generalized closed (briefly, (1,2)*-θg-closed) set [11] if (1,2)*-clθ(A) U     

       whenever A U and  U is τ1,2 -open in (X,τ1,τ2). 

11. (1,2)*-π generalized closed(briefly (1,2)*-πg-closed [8] if (1,2)*-cl(A) U, whenever A U  

       and U is τ1,2 -π-open. 

12. (1,2)*-π generalized α-closed (briefly (1,2)*-πgα-closed)[3] if (1,2)*-αcl(A) U, whenever  

       A U and U is τ1,2 -π-open. 

13. (1,2)*-π generalized semi-closed (briefly (1,2)*-πgs-closed)[4]  if (1,2)*-scl(A) U,  

      whenever A U and U is τ1,2 -π-open.  

14. (1,2)*-π generalized b-closed (briefly (1,2)*-πgb-closed)[22] if (1,2)*-bcl(A) U, whenever  

        A U and U is τ1,2 -π-open.  

15. (1,2)*-π generalized pre-closed( briefly (1,2)*-πgp-closed)[19] if (1,2)*-pcl(A) U,  

       whenever A U and U is τ1,2 -π-open.  
   

            The complement of a (1,2)*-semi-closed (resp. (1,2)*-α-closed, (1,2)*-g-closed, (1,2)*-sg-closed, (1,2)*-

gs-closed, (1,2)*-αg-closed (1,2)*-gα-closed, (1,2)*-θg-closed , (1,2)* πg-closed, (1,2)*- πgα-closed, (1,2)*-

πgs-closed, (1,2)*-πgb-closed, (1,2)*-πgp-closed) set is called  (1,2)*-semi open(resp. (1,2)*-α-open,(1,2)*-g-

open,(1,2)*-sg-open,(1,2)*-gs-open,(1,2)*-αg-open, (1,2)*-gα-open, (1,2)*-θg-closed, (1,2)*-πg-open,(1,2)*-

πgα-open,(1,2)*-πgs-open,(1,2)*-πgb-open, (1,2)*-πgp-open).  

 

Definition  2.4  The finite union of (1,2)*-regular open sets[5] is said to be τ1,2-π-open. The  

                          complement of τ1,2-π-open is said to be τ1,2-π-closed. 

 

Definition2. 5: A function f: (X,τ1,τ2) →(Y,σ1,σ2)  is called 
       (i)   τ1,2-π-open map[3] if f(F) is τ1τ2-π-open map in Y for every τ1,2-openset  F  in X.   

       (ii) (1,2)*-θ-continuous[7] if f-1 (V)  is (1,2)*-θ-closed  in (X,τ1,τ2) for every (1,2)*-closed      

              set V in (Y,σ1,σ2). 

       (iii) (1,2)*-θ-irresolute[7] if f-1 (V)  is (1,2)*-θ-closed  in (X,τ1,τ2) for every (1,2)*-θ-closed  

               set V in (Y,σ1,σ2). 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                    

III. (1,2)*- πgθ-closed set 
 

 We introduce the following definition.  

      

Definition 3.1. A subset A of (X,τ1,τ2) is called(1,2)*- π generalized θ-closed set (briefly (1,2)*-πgθ-closed )  if 

τ1τ2-clθ(A) U whenever A U and U is τ1τ2 -π-open. 

               The complement of (1,2)*-πgθ-closed is (1,2)*-πgθ-open.. 

 

Theorem 3.2:  
1. Every  (1,2)*-θ- closed set is (1,2)*-πgθ-closed. 

2. Every  (1,2)*-θg-closed set is (1,2)*-πgθ-closed.  

3. Every (1,2)*-πgθ-closed set  is (1,2)*-πg-closed. 

4. Every (1,2)*-πgθ-closed set   is (1,2)*-πgα -closed. 

5. Every (1,2)*-πgθ-closed set   is (1,2)*-πgs -closed. 

6. Every (1,2)*-πgθ-closed set   is (1,2)*-πgb-closed. 
7. Every (1,2)*-πgθ-closed set   is (1,2)*-πgp-closed 

 

Proof: Straight forward.  

 

Converse of the above need not be true as seen in the following examples. 

 

Example 3.3 Let X ={a,b,c}.τ1={ ϕ, X ,{a},{c},{a,c} }; τ2={ϕ, X,{ b,c }}: 

Let A ={b}. Then A is πgθ-closed but not θ-closed. 

                                                                      

Example3.4 Let X={a,b,c,d}.τ1={ϕ,{b},{d},{b,d},{a,b,d},X}; τ2={ϕ,{b,d},{b,c,d}, X}.           Let  A = {a,d}. 

Then A is (1,2)*-πgθ-closed  but  not (1,2)*-θg-closed. 
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Example 3.5 Let  X = { a,b,c,d}, τ1 = {ϕ,{a},{b},{a,b},{a,b,d},X }, τ2={ ϕ ,{a,c}, {a,b,c},X}. Let A = {c}. Then 

A is (1,2)*-πg-closed but not (1,2)*-πgθ-closed. 

                                                                          
Example 3.6 Let X = {a,b,c,d}. τ1= {ϕ,{a},{d},{a,d}, X };  τ2 ={ ϕ,{c,d}, {a,c,d}, X}: 

Let A ={c}. Then A is (1,2)*-πgα-closed set but not (1,2)*-πgθ-closed.  

                                                                         

Example3.7 Let X = {a,b,c,d}. τ1= {ϕ,{a},{b},{a,b}, X}; τ2 = { ϕ,{a,b}, {a,b,d}, X,}; 

Let A ={a}. Then A is (1,2)*-πgs-closed  set but not (1,2)*-πgθ-closed. 

                                                                         

Example 3.8 Let X={a,b,c,d}.τ1= {ϕ,{a},{d},{a,d}, X }; τ2 = {ϕ,{c,d}, {a,c,d}, X}; 

Let A ={a,c}. Then A is (1,2)*-πgb-closed set but not (1,2)*-πgθ-closed. 

                                                                         

Example 3.9 Let X = {a,b,c,d}. τ1= {ϕ,{a},{d},{a,d}, X }; τ2 ={ ϕ,{c,d},{a,c,d}, X}: 

Let A = {c}. Then A is (1,2)*-πgp-closed but not (1,2)*-πgθ-closed. 

 
                                                                    

Remark 3.10 The above discussions are summarized in the following diagram. 

 

 
 

.                                                

Remark 3.11 (1,2)*-πgθ-closed is independent of (1,2)*-closedness, (1,2)*-α-closedness,  (1,2)*-semi-

closedness, (1,2)*-sg-closedness, (1,2)*-gs-closedness, (1,2)*-g-closedness, (1,2)*-αg-closedness and(1,2)*-gα-

closedness,  as seen in the following examples. 

 

Example 3.12 Let X = {a,b,c,d}, τ1= {ϕ,{a},{b},{a,b}, X }; τ2 = {ϕ, {a,b,d}, X}: 

Let A = {d}. Then A is (1,2)*-πgθ-closed but not (1,2)*-g-closed. 

   

Example 3.13 Let X = {a,b,c,d,e}, τ1= {ϕ,{a,b},{a,b,c,d}, X}; τ2= {ϕ,{c,d},X}:             

 Let A = {e}. Then A is (1,2)*-g-closed but not (1,2)*-πgθ-closed. 

 
 Example3.14. Let X = {a,b,c,}, τ1= { ϕ,{a},{b},{a,b}, X }; τ2 = {ϕ, {b,c}, X}: Let A ={b}. Then A is (1,2)*-

πgθ-closed but not (1,2)*-closed, (1,2)*-α-closed, (1,2)*-semi-closed. 

 

Example 3.15  Let X = {a,b,c}, τ1= {ϕ,{a},{b},{a,b}, X }; τ2 = { ϕ, {b,c}, X}: Let A ={a}. Then A is (1,2)*-

closed, (1,2)*-α-closed, (1,2)*-semi-closed but not (1,2)*-πgθ-closed. 

 

Example 3.16 Let X = {a,b,c,d}, τ1= {ϕ,{a},{b},{a,b},{a,b,c}, X }; τ2 = {ϕ, {a,b,d}, X}:                                                                                       

(i) Let A={a,b,c}. Then A is (1,2)*-πgθ-closed but neither (1,2)*-sg-closed nor (1,2)*-gs-closed. 

(ii) Let A = {a}. Then A is both (1,2)*-sg-closed and (1,2)*-gs-closed but not (1,2)*-πgθ-closed. 

 

Example 3.17 Let X = {a,b,c,d}, τ1={ϕ,{c,d},{a,c,d}, X), τ2={ϕ,{a},{d},{a,d},{c,d},X}.                                                                                                

(i) Let A={b,d}. Then A is (1,2)*-πgθ-closed but neither (1,2)*-αg-closed nor (1,2)*-gα- closed. 
(ii)Let A ={c}.Then A is (1,2)*-αg-closed,(1,2)*-gα-closed but not (1,2)*-πgθ-closed. 

 

Remark 3.18 The above discussions are summarized in the following diagram. 

(1,2)*-πgθ-closed 

(1,2)*-θ-closed (1,2)*-θg-closed 

(1,2)*-πg-closed (1,2)*-πgα-closed 

(1,2)*-πgb-closed (1,2)*-πgp-closed (1,2)*-πgs-closed 
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Remark 3.19 A finite union of (1,2)*-πgθ -closed sets is always a (1,2)*-πgθ-closed. 

 

Proof:  Let A, B ϵ (1,2)*-πGθC(X). Let U be any τ1τ2-π-open set such that (A B)  U. Since (1,2)*-

clθ(A B) = (1,2)*-clθ(A)   (1,2)*-clθ(B) U U=U. This implies (1,2)*-clθ(A B)  U. Hence A B is 

also a (1,2)*-πgθ-closed set. 

 

Remark 3.20 The intersection of two (1,2)*-πgθ-closed sets need not be (1,2)*-πgθ-closed  as seen in the 

following example. 

 

Example3.21  Let X = {a,b,c,d}, τ1 = {ϕ,{a},{b},{a,b},X }; τ2 = {ϕ,{a,b,d},X}:                                                                                
 Let A={a,b,c} and  B ={ a,b,d}.Clearly A and B are (1,2}*-πgθ-closed sets. But A∩B = { a,b} is not a (1,2)*-

πgθ-closed set. 

 

Proposition 3.22 Let A be (1,2)*-πgθ-closed  in (X,τ). Then (1,2)*-clθ(A)–A does not contain any non-empty  

τ1τ2-π-closed set. 

 

Proof: Let F be a non-empty τ1τ2-π-closed set such that F (1,2)*-clθ(A)–A. Since A is (1,2)*-πgθ-closed,  

A X–F where X–F is τ1τ2-π-open implies (1,2)*-clθ(A) (X–F). Hence F X ̶ (1,2)*-clθ(A). Now,  

F (1,2)*-clθ(A)∩X–(1,2)*-clθ(A) implies F= ϕ which is a contradiction. Therefore clθ(A)–A does not contain 

any non-empty τ1τ2-π-closed set. 

 

Remark 3.23 The converse of Proposition 3.22 need not be true as shown in the following example. 
 

Example 3.24 Let X = {a,b,c}. τ1= {ϕ, X,{b} }; τ2 = { ϕ, X,{c}}:                                                                                 

Let A = {b,c}. Then (1,2)*-clθ(A)  ̶ A contains no non-empty τ1τ2-π-closed set. However A is not (1,2)*-πgθ-

closed. 

 

Proposition 3.25  If  A  is a τ1,2-regular open and  (1,2)*-πgθ-closed subset of (X,τ1,τ2),  then A is a  (1,2)*-θ-

closed  subset of  (X,τ1,τ2). 

 

Proof.  Since A is τ1,2-regular open  and (1,2)*-πgθ-closed, (1,2)*-clθ(A) A . Hence A is  (1,2)*-θ-closed. 

 

Proposition3.26 Let A be a (1,2)*-πgθ-closed subset of (X,τ1, τ2). If A   B  (1,2)*- clθ(A), then B is also a 
(1,2)*-πgθ-closed subset of  (X,τ1,τ2). 

 

Proof.   Let U be a τ1τ2-π-open set of (X,τ1, τ2) such that B U. Then A U. Since A is a   (1,2)*-πgθ-closed 

set, (1,2)*-clθ(A) U. Also since B (1,2)*-clθ(A), (1,2)*-clθ(B)  (1,2)* - clθ((1,2)*-clθ(A))=(1,2)*-

clθ(A).Thus (1,2)*-clθ(B) U.  Hence B is also a (1,2)*-πgθ-closed subset of (X,τ1,τ2). 

 

Theorem 3.27  Let A be a (1,2)*-πgθ-closed sub set  in X. Then A is (1,2)*-θ-closed if and only if (1,2)*-

clθ(A)–A is τ1,2 -π-closed. 

 

Proof.   Necessity:  Let A be (1,2)*-θ-closed subset of  X.  Then (1,2)*-clθ(A)=A and  (1,2)*-clθ(A)–A=ϕ which 

is τ1,2 -π-closed. 

Sufficiency: Since A is (1,2)*-πgθ-closed, by proposition 3.22  (1,2)*-clθ(A–A contains no non-empty τ1,2- π-
closed set. But (1,2)*-clθ(A) – A is τ1,2-π-closed. This implies (1,2)*-clθ(A) – A=ϕ, which means (1,2)*-

clθ(A)=A and hence A is (1,2)*-θ-closed.  
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IV.  (1,2)*-πgθ -open sets 
 

Definition 4.1 A subset A of (X, τ1, τ2) is called (1,2)*-πgθ-open if and only if Ac is (1,2)*-πgθ-closed in 

(X,τ1,τ2). 

 

Remark 4.2 For a subset A of (X, τ1, τ2), (1,2)*-clθ(A
c) = [(1,2)*- intθ(A)]c  

 

Theorem 4.3 A subset A of (X,τ1,τ2) is (1,2)*-πgθ-open if and only if F (1,2)*-intθ(A) whenever F is τ1 τ2-π-

closed and F  A. 

 

Proof.  Necessity: Let A be a (1,2)*-πgθ-open set in (X,τ1,τ2).  Let F be τ1τ2-π-closed and F A. Then Fc
 Ac 

and Fc is τ1τ2-π-open. Since Ac is (1,2)*-πgθ-closed, (1,2)*-clθ(A
c) Fc. By remark 4.2, [(1,2)*-intθ(A)]c

 Fc. 

That is F (1,2)*-intθ(A). 

 

Sufficiency:  Let Ac
 U where U is τ1τ2-π-open. Then Uc

 A where Uc  is (1,2)*-τ1τ2-π-closed. By hypothesis 

Uc   (1,2)*-intθ(A ). That is [(1,2)*-intθ(A}]c
 U. By remark 4.2, (1,2)*-clθ(A

c) U. This implies Ac is 

(1,2)*-πgθ-closed. Hence A is (1,2)*-πgθ-open. 

 

Theorem 4.4 If (1,2)*-intθ(A) B A and A is (1,2)*-πgθ-open, then B is also (1,2)*-πgθ-open. 

 

Proof.   (1,2)*-intθ(A) B A implies Ac
  Bc

 [(1,2)*-intθ(A)]c . By remark 4.2 Ac
 Bc

 (1,2)*-clθ(A
c). 

Also Ac is (1,2)*-πgθ-closed. By Proposition 3.26 Bc is (1,2)*-πgθ-closed. Hence B is (1,2)*-πgθ-open. 

 
As an application of (1,2)*-πgθ-closed sets we introduce the following definition. 

  

Definition 4.5 A space (X,τ1, τ2) is called a (1,2)*-πgθ-T½ space if every (1,2)*-πgθ-closed set is (1,2)*-θ-

closed. 

 

Theorem 4.6 For a space (X,τ1,τ2) the following conditions are equivalent. 

(i) (X,τ1,τ2) is a (1,2)*-πgθ-T½ space. 

(ii) Every singleton set of (X,τ1,τ2) is either τ1τ2-π-closed or (1,2)*-θ-open. 

 

Proof. (i)  (ii).  Let x   X. Suppose {x} is not a τ1τ2-π- closed set of (X, τ1, τ2).  Then X–{x} is not a τ1τ2-π-

open set. So X is the only τ1τ2-π-open set containing X–{x}.So X-x  is a (1,2)*-πgθ-closed set of (X,τ1,τ2). Since 

(X,τ1,τ2) is a (1,2)*-πgθ-T½ space, X– x  is a (1,2)*-θ-closed set of (X,τ1,τ2) or equivalently {x} is a (1,2)*-θ-

open set of (X,τ1, τ2). 

(ii)  (i). Let A be a (1,2)*-πgθ-closed set of X. Trivially A (1,2)*-clθ(A). Let xϵ1,2)*-clθ(A). By (ii) {x} is 

either τ1τ2-π-closed or (1,2)*-θ-open. 

(a)  Suppose that {x} is τ1 τ2-π-closed. If x A, then xє(1,2)*-clθ(A)–A contains a non-empty τ1τ2-π-closed set 

{x}. By proposition 3.6 we arrive at a contradiction.  Thus xϵA. 
(b)  Suppose that {x} is a (1,2)*-θ-open. Since xϵ(1,2)*-clθ(A)=A or equivalently A is (1,2)*-θ-closed. Hence 

(X,τ1,τ2) is a (1,2)*-πgθ-T½ space. 

 

V. (1,2)*-πgθ-continuous and (1,2)*-πgθ-irresolute functions 
 

Definition 5.1 A function f:(X,τ1,τ2) →(Y,σ1,σ2)  is called (1,2)*-πgθ-continuous if every  f-1(V)  is (1,2)*-πgθ-

closed in (X,τ1, τ2) for every(1,2)*-σ1σ2-closed set V of (Y,σ1,σ2).    

 

Definition 5.2 A function f:(X,τ1,τ2)→(Y,σ1,σ2)  is called (1,2)*-πgθ-irresolute if f-1 (V)  is (1,2)*-πgθ-closed  in 
(X,τ1,τ2) for every (1,2)*-πgθ-closed set V in (Y,σ1,σ2). 

   

Remark 5.3 (1,2)*-πgθ-irresolute function is independent of (1,2)*-θ-irresoluteness, as seen in the following 

examples.  

 

Example 5.4 Let X=Y={a,b,c,d}, τ1={ ϕ,{a},{d},{a,d},{a,c,d},X},τ2= {ϕ,{a,d},{a,b,d}, X},  σ1 = 

{ϕ,{a},{d},{a,d},X},σ2= {ϕ,{c,d},{a,c,d},X}.  Let f: (X,τ1,τ2)→(Y,σ1,σ2)  be an identity function. Then f is 

(1,2)*-θ-irresolute but not (1,2)*-πgθ-irresolute, since  f-1 [{b,c,d}]={b,c,d} is not (1,2)*-πgθ-closed in (X,τ1,τ2).  
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Example 5.5 Let  X=Y={a,b,c,d}, τ1={ϕ,{a},{d},{a,d},{a,c,d},X }, τ2 = {ϕ,{a,d}, {a,b,d},X},  σ1 

={ϕ,{a},{c},{a,c}, {c,d},{a,c,d},X},σ2= {ϕ,{d},{a,b,d},X},  Let f: (X,τ1,τ2)→(Y,σ1,σ2)  be an identity function. 

Then f is (1,2)*-πgθ-irresolute but not (1,2)*-θ-irresolute, since f-1 [{a,b,d}] = {a,b,d} is not (1,2)*-θ-closed in  
(X,τ1,τ2). 

 

Remark 5.6: Every (1,2)*-θ-continuous is (1,2)*-πgθ-continuous. 

The converse of the above need not be true as seen in the following examples. 

 

Example 5.7: Let X=Y={a,b,c,d,e }, τ1={ ϕ,{a,b},{a,b,c},X }, τ2= {ϕ,{c},X},σ1 ={ ϕ, {a,b}, {a,b,c,d}, X },σ2={ 

ϕ,{c,d},{a,b,c,d}, X }.Let  f: (X,τ1,τ2)→(Y,σ1,σ2) be an  identity function. Then f is (1,2)*-πgθ-continuous but 

not (1,2)*-θ-continuous, since f-1[{c,d,e}]={c,d,e} is not (1,2)*-θ-closed in (X, τ1, τ2). 

 

Remark 5.8 (1,2)*-πgθ-continuous is independent of (1,2)*- πgθ-irresolute as seen in the following examples. 

 

Example 5.9 Let X=Y={a,b,c,d,e }, τ1={ ϕ,{a,b},{a,b,c,d},X }, τ2= {ϕ,{c,d},X},σ1 ={ ϕ,{b}, {b,c}, X },σ2={ 
ϕ,{c},{a,b},{a,b,c}, X }.Let  f: (X,τ1,τ2)→(Y,σ1,σ2) be an  identity function. Then f is (1,2)*-πgθ-continuous but 

not (1,2)*-πgθ-irresolute, since f-1[{d}]={d} is not (1,2)*-πgθ-closed in (X, τ1, τ2) where {d}is πgθ-closed in 

(Y,σ1,σ2). 

 

Example 5.10: Let X=Y={a,b,c,d}, τ1={ϕ,{a},{b},{a,b},{a,b,c},X }, τ2= {ϕ,{b},{c},{b,c},{a,c}, 

{a,b,c},{a,b,d},X},σ1 ={ ϕ, {a},{b},{a,b},{a,d}, {a,b,d},X },σ2={ ϕ,{c},{a,c},{b,c},{a,b,c}, {a,c,d}, X }.Let  f: 

(X,τ1,τ2)→(Y,σ1,σ2) be an  identity function. Then f is (1,2)*-πgθ-irresolute but not (1,2)*-πgθ-continuous, since 

f-1[{b}]={b} is not (1,2)*-πgθ-closed in (X, τ1, τ2) where {b}is closed in (Y,σ1,σ2). 

 

Remark 5.11 The above discussions are summarized in the following diagram. 

 
Where   (1)   (1,2)*-θ-continuous;  (2)   (1,2)*-πgθ-continuous; 

              (3)   (1,2)*-πgθ-irresolute; (4)   (1,2)*-θ-irresolute. 

 

Remark 5.12 Composition of two (1,2)*-πgθ-continuous function need not be (1,2)*-πgθ-continuous. 

 

Example 5.13 Let X=Y=Z={a,b,c,d,e},τ1={ϕ,{a,b},{a,b,c},X}, τ2= {ϕ,{c},X},σ1 ={ϕ,{a,b},X},  σ2 ={ 

ϕ,{c,d},{a,b,c,d},X}, η1={ϕ,{a,b,c,d},X},η2 ={ ϕ ,{e}, X}.   Let f:(X,τ1,τ2)→(Y,σ1,σ2)  and g:(Y,σ1,σ2)→(Z,η1,η2) 

be the identity functions. Both f and g are (1,2)*-πgθ-continuous but gof is not (1,2)*-πgθ-continuous, since 

(gof)-1[{a,b,c,d}]={a,b,c,d} is not (1,2)*-πgθ-closed in (X,τ1,τ2). 

 

Theorem 5.14 Let f: (X,τ1, τ2)→(Y,σ1,σ2)  be a function . 

 (i) If  f  is (1,2)*-πgθ-irresolute and X is(1,2)*-πgθ-T½ space, then f is(1,2)*-θ-irresolute. 
(ii) If  f  is (1,2)*-πgθ-continuous and X is (1,2)*-πgθ-T½ space then f is (1,2)*-θ-continuous. 

 

Proof: (i) Let V be (1,2)*-θ-closed in Y. Since f is (1,2)*-πgθ-irresolute, f-1(V) is (1,2)*- πgθ-closed in X. Since 

X is (1,2)*-πgθ-T½ space, f-1(V) is (1,2)*-θ-closed in X. Hence f is (1,2)*-θ-irresolute. 

             (ii)Let V be closed in Y. Since f is (1,2)*-πgθ-continuous, f-1(V) is (1,2)*-πgθ-closed in X.  By 

assumption, it is (1,2)*-θ-closed. Therefore f is (1,2)*-θ-continuous. 

 

Theorem 5.15 If the bijective f: (X,τ1,τ2)→( Y,σ1,σ2)  is  (1,2)*-θ-irresolute and τ1τ2-π-open map, then f is 

(1,2)*-πgθ-irresolute. 
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Proof: Let V be (1,2)*-πgθ-closed in Y. Let f-1(V) U where U is τ1τ2-π-open in X. Then V f(U) and  f(U) is 

τ1τ2-π-open implies (1,2)*-clθ(V)  f(U). This implies f-1( (1,2)*-clθ(V))  U. Since f is (1,2)*-θ-irresolute, f-

1((1,2)*-clθ(V)) is (1,2)*-θ-closed. Hence (1,2)*- clθ(f
-1(V))  (1,2)*- clθ(f

-1((1,2)*-clθ(V)))=f-1((1,2)*-

clθ(V)) U. Therefore f is (1,2)*-πgθ-irresolute.  
 

Theorem 5.16 :If f: (X,τ1,τ2)→(Y,σ1,σ2) is  (1,2)*-πgθ-irresolute map and g: (Y,σ1,σ2)→ (Z,η1,η2)  is (1,2)*-

πgθ-continuous map, the composition gof: (X,τ1,τ2)→ (Z,η1,η2) is a (1,2)*-πgθ-continuous map. 

 

Proof: Let V be η1η2–closed set in Z. Since g:(Y,σ1,σ2)→(Z,η1,η2) is a (1,2)*-πgθ-continuous map,g-1(V) is 

(1,2)*-πgθ-closed in Y. By hypothesis ,f-1(g-1(V))=(gof)-1(V) is (1,2)*-πgθ-closed in X. Hence gof: (X,τ1,τ2) → 

(Z,η1,η2) is a (1,2)*-πgθ-continuous map. 

           

V. CONCLUSION 
Through the above findings, this paper has attempted to compare (1,2)*-πgθ-closed with the other 

closed sets in bitopological spaces. An attempt of this paper is to state that the several definitions and results that 

shown in this paper, will result in obtaining several characterizations and enable to study various properties as 

well. It brings to limelight that the weaker form of continuity in bitopological settings is the future scope of 

study.    
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I. INTRODUCTION 

Hydraulic Power Pack Basic Circuit 
A hydraulic system employs enclosed fluid to transfer energy from one source to another, and 

subsequently create rotary motion, linear motion, or force. Hydraulic power units apply the pressure that drives 

motors, cylinders, and other complementary parts of a hydraulic system. Unlike standard pumps, these power 

units use multi-stage pressurization networks to move fluid, and they often incorporate temperature control 

devices. The mechanical characteristics and specifications of a hydraulic power unit dictate the type of projects 

for which it can be effective. 

 

 
Figure 1 Basic Hydraulic System 

 

ABSTRACT 
Hydraulic power units are main driving components of driving system.  Consisting mainly a 

motor, a reservoir and a hydraulic pump these units can generate a tremendous amount of power to 

drive any kind of hydraulic ram. Hydraulic power units are based on Pascal's law of physics drawing 

their power from ratios of area and pressure. Heating of hydraulic oil in operation is caused by 

inefficiencies. Inefficiencies result in losses of input power, which are converted to heat. If the total 

input power lost to heat is greater than the heat dissipated, the hydraulic system will eventually 

overheat. In this work an attempt is made to reduce the unwanted temperature of oil by changing the 

construction and material of the tank and providing fins over it. Finally the improvement of efficiency 

of power pack by reducing heat losses has been studied and analyzed. 

 

Keywords: Hydraulic Power Pack, Thermal Conductivity, Heat Transfer Coefficient, Heat 

Dissipation 
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Some of the important factors that influence a hydraulic power unit‟s performance are pressure limits, 

power capacity, and reservoir volume. In addition, its physical characteristics, including size, power supply, and 

pumping strength are also significant considerations. To better understand the operating principles and design 

features in a hydraulic power unit, it may be helpful to look at the basic components of a standard model used in 

industrial hydraulic systems. 

As the temperature of hydraulic oil increases, input power falls – and if the total loss of power is 

greater than the heat dissipated, the hydraulic system will eventually overheat. And if oil overheats, it loses its 
lubricating properties and increases friction and wear on hydraulic components, meaning hardened seals and 

increased wear to the system.  Another problem caused by high oil temperatures is reduced oil viscosity – which 

often leads to oil leakages. Because hydraulic components are constructed with very close tolerances, high heat 

and lubrication loss can also cause severe damage or seizure. 

 

                                        
Figure 2 Circuit Diagram of Hydraulic Power Pack 

Repairs can be costly and at worst, operations may have to close down.  In many cases it is possible to 

do without cooling of the power unit because due to the reduced energy consumption the hydraulic fluid will not 

heat up excessively. This in turn allows a compacter design which reduces complexity and acquisition costs. 

 

Reasons for Hydraulic Fluid Cooling: 

The viscosity of hydraulic oil needs to be suitable during operation for both transmission of power and 

lubrication. This is very difficult to get right when there is a huge gaping hole between the temperatures of oil at 

a cold start, say 5°C, and that after continual running at 110°C. It‟s going to be hard to get hold of oil that can 

manage to perform in that type of scenario. Although seals and hoses are improving in design and materials all 
the time, they can still operate at their best with a temperature of 82°C before degradation begins. Even just 

10°C above that temperature can have a huge effect on their lifespan. Hydraulic oil that gets very hot can suffer 

from oxidation (air) and hydrolysis (water). This is when there is air and water present in the system. The 

trouble comes when the temperature rises as according to Arrhenius‟s Law there is an increase in temperature of 

10°C and reactions happen considerably faster. In summary, running a hydraulic system at such a high 

temperature does nothing for its lifespan or performance. It‟s a short cut to degradation and the receipt of several 

high priced maintenance related invoices. 

 

RESERVOIR: 

The design of the reservoir should be of sufficient capacity to contain all of the fluid in the hydraulic 

system with at least a 10% excess margin. For static hydraulic transmission systems the reservoir capacity of 

about 4 x the pump flow/minute should be available. On mobile units it is often necessary to have a smaller 
reservoir. The return line to the reservoir should be at the furthest end from the pump inlet feed to allow solid 

particle the drop out and entrained air to be released to the open surface. The return pipe can include a pepper 

pot arrangement well below the fluid surface level to encourage dispersion of flow. The reservoir should be 

designed with a safe working level such that the pump inlet and the system return pipe are continuously 

immersed at all times during the operating cycle. The oil flow through the reservoir should be at a low rate and 

preferable through perforated baffle plates to encourage air and precipitation of contaminants. The reservoir 

normally provides a cooling function, often eliminating the need for oil cooler. This chapter estimates the heat 

dissipated from a reservoir. The construction of the reservoir is generally based on a simple rectangular box with 

a floor sloping down to a drain plug. The tank should have internal corners suitably designed to ensure 

convenient cleaning and the surfaces should be desecaled and painted with a paint which is corrosion resistant 

and suitable for the oil contained. The tank should include a sealed lid which includes a Filler/breather cap with 
air filter included and a sight level gauge on the side. Fluid power systems must have a sufficient and continuous 

supply of cool, uncontaminated fluid to operate efficiently. A hydraulic system has a reserve of fluid in addition 
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to that contained in the other components of the system.  This reserve fluid compensates for changing fluid 

levels from system operation, loss of volume due to cooling and fluid compression from the pressure. This extra 

fluid is contained in a tank usually called a hydraulic reservoir. Most reservoirs have a capped opening for 

filling, an air vent, an oil level indicator or dip stick, a return line connection, a pump inlet or suction line 

connection, a drain line connection, and a drain plug. 

 

 
Figure 3: Reservoir of a Hydraulic Power Pack 

 
A properly designed reservoir has internal baffles to prevent excessive sloshing of the fluid and to put a 

partition between the fluid return line and the pump suction line.  The partition forces the returning fluid to 

travel farther around the tank before being drawn back through the pump inlet line.  This does 3 things; it helps 

cool the fluid more effectively, aids in settling contaminants to the bottom and separates air from the fluid.  

Larger reservoirs are desirable as all 3 of the above benefits are further enhanced. As a rule of thumb the ideal 

reservoir will hold about 4 times the pump output per minute. The benefits of a large reservoir are sometimes 

sacrificed due to space limitations in mobile systems.  As a minimum they must be large enough to 

accommodate thermal expansion of the fluid and changes in fluid level due to system operation. Reservoirs are 

of two general types - non-pressurized and pressurized. Propower manufactures non-pressurized hydraulic 

reservoirs and pressurized reservoirs operating up to 5 psi.  Most systems are normally designed for equipment 

operating at normal atmospheric pressure.  This includes hydraulic systems for truck or stationary installations. 

 A typical reservoir for use in industrial installations is made of hot rolled steel plates, has welded seams and is 
not commonly used for mobile operation.  The bottom of the reservoir is often convex, and a drain plug is 

incorporated at the lowest point. Most non-pressurized reservoirs are constructed in a cylindrical shape.  The 

outer housing is manufactured from a strong corrosion-resistant metal.  To keep the fluid clean filter elements 

are normally installed within the reservoir or externally to clean the returning fluid.  Reservoirs that are filled by 

pouring fluid directly into them have a strainer in the filler well to strain out impurities when fluid is added.  The 

quantity of fluid in the reservoir is indicated by a direct reading sight gauge, a clear tube, or a float/dial gauge. 

 

 
Figure 4: MS Tank of a Hydraulic Power Pack 
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Figure 5: Al Tank of a Hydraulic Power Pack 

 

2. Literature survey: 

[1] Electric conveyor drives, brush drives, and soft clothe drives have gained a foothold because of the 

problems traditional hydraulics has caused. Most hydraulic systems in carwashes have used traditional 

petroleum based mineral oils as hydraulic fluids. Whenever these fluids leaked or a spill occurred it wreaked 

havoc. Mineral oil must be hand washed from the vehicle surface, brushes and soft clothe must be thoroughly 
cleaned or replaced, and free mineral oil can harm the water reclaim system. Also mineral oils are flammable 

and require hazardous storage. Larger spills may necessitate HAZMAT clean up. Mineral oil is not 

biodegradable and any spillage that winds up in the effluent may result in significant fines. However, the 

negative effects of mineral oil based hydraulic fluids can and have been rectified by using water based carwash 

hydraulic lubricants such as MRL Hydraulics‟ ENVIRO-GREEN II®.  Now, I am ready to discuss efficiency. 

There are a number of steps that can be taken to improve hydraulic system efficiencies and improve 

performance. We need to look at where changes can be made and the impact that they will have on energy 

efficiencies.  

If the system upgrade is coupled with a change to water based hydraulic fluid, such as ENVIRO-

GREEN II®; the standard hydraulic carwash system becomes more energy efficient and eco-friendly. This 

becomes much more attractive to already installed systems where the hydraulics is pulled out and replaced with 
electrics. The conversion can be done with local fluid power and inverter drive professionals. The higher the 

local energy costs are the more imperative it becomes to make the transition. 

[2] Fully powered flight controls are common among many aircraft, both military and commercial. 

Multiple pumps are generally employed to provide these flight controls with a redundant power source in 

addition to many other aircraft services. The prime hydraulic source in most cases is the engine-driven pump. It 

is driven directly by one of the aircraft's engines and offers the most efficient method of converting engine 

horsepower to hydraulic horsepower. The secondary hydraulic power source is generally not as efficient. It must 

derive its power from a source other than that which powers the prime pump. Present transport aircraft have 

utilized bleed air, ram air, electrical power, or hydraulic power to drive this redundant pump. All have 

demonstrated poor power-transfer efficiency when compared to a mechanically coupled pump. This inefficiency 

generally results in increased cost, weight, and complexity to the aircraft. The inadequate performance of 

existing hydraulic power transfer units was of particular concern. This paper will address the performance 
problem as well as the Douglas approach to improve it. 

[3] With increased focus on the environmental impact of oil-based hydraulic systems, industry ry is 

seeking new technologies to provide cleaner power transmission sources. Researchers at Purdue University are 

responding to this demand by studying alternatives such as water hydraulic controls and water-based power 

transmission. One of the agricultural and biological engineering department's projects involves port design in a 

composite hydraulic cylinder to reduce cavitations during actuation. Cavitations are when formed and collapse 

in the hydraulic medium bubbles. This implosion of air bubbles can cause damage within hydraulic components. 

Purdue has developed a clear plastic cylinder with various port designs to allow capitation visualization during 

operation. Another university project focuses on developing a gear box with hydrostatic bearings using water as 

the working fluid. This concept includes using a nonmetallic bearing material.  

[4] In this era of automation technologies manufacturing sectors have placed very high demands on fast 
and reliable production methods. This work is the evaluation & analysis of the existing clamping system. The 

current system uses manual clamping of fixtures for holding the work piece in the proper position while welding 

process is being done on the part. The evaluated system uses hydraulic vertical swing clamps for holding the 

work piece driven by hydraulic power pack. Thus the new system achieves automatic and simultaneous 

clamping of fixtures. 
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                         Table 1 Thermal properties of Mild steel and Aluminum 
Properties units Mild steel Aluminum 

Density 103kgm-3 7.86 2.70 

Thermal Conductivity Jm-1K-1s-1 50 247 

Thermal Expansion 10-6K-1 11.7 23.6 

Young „Modulus GNm-2 210 71 

Tensile Strength J/kg-k 350 310 

% Elongation MNm-2 30 14 

 

Temperature readings of hydraulic fluid for mild steel tank and Aluminum tank: 

 
S.No Ta(

OC) Tmf(
OC) ΔT(OC) 

[ Ta ~ Tmf ] (
OC) 

Talf(
OC) ΔT(OC) 

[ Ta ~ Talf ] (
OC) 

1 35 35 0 35 0 

2 35 39 4 39 4 

3 35 41 6 41 6 

4 35 44 9 43 9 

5 35 46 9 44 9 

6 35 49 9 45 10 

7 36 50 14 45 9 

8 36 50 14 45 9 

9 36 51 15 46 9 

10 36 52 16 46 9 

11 36 52 16 46 9 

12 36 52 16 46 9 

 

Ta versus To for MS: 
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Ta versus To for Aluminum: 
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Design-Expert® Software
Factor Coding: Actual
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5. Results & Discussions 

The total heat transfer rate has been improved by changing the material of the tank from Mild steel to 

Aluminum for the power pack and the simulation can be done even when the power pack of greater capacity is 

used. The limitation of the work is that the pressure bearing capacity is more for Mild Steel where the same is 

less for Aluminum.  

Interpretation of the work has been analyzed using design expert software and error is only 0.01% 

where less than 0.05% indicates model terms are significant. 
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I. MOBILE COMMERCE- 
 According to Will (2004) E-Commerce can be defined as a monetary transaction conducted using the 

combination of interest and a desktop or laptop computer. Likewise, M-commerce is generally known as an 

extension of e-commerce. M-commerce can be defined as a monetary transactions that take place using wireless 

internet-enabled technology like handheld computers, mobile phones, personal digital assistant and palmtop 

computers that allow the freedom of movement for the end user. The Wi-Fi- Wireless Fidelity which is the 

transmission of short-ranged radio signals between a fixed- based station and an end user’s mobile device is the 

operating technology that facilitates mobile commerce.Condos et al. (2002) describe that m-commerce 

combines the advantages of mobile-communication with existing Electronic Commerce applications to permit 

customers to shop for goods and services virtually from anywhere. The rapid development in telecommunication 

and innovative thinking about user interface design has greatly facilitated mobile users to take the full advantage 

of m-commerce. WAP is one of the key enabling technologies of m-commerce that allows mobile users to 

access the internet from mobile. As a result, the future consumer adoption of m-commerce relies heavily on how 

easy it is to use WAP in order to access and utilize these services. 

II. PROBLEM DISCUSSION 

Although, WAP has sufficiently influenced the life style of common people, however the boost in the 

use of WAP users has not been as fast as the marketer’s expectations (Brewin, 2001). For instance, a report by 

two large mobile phone carriers found that only 10 percent of 400,000 WAP enabled phones in Asia were used 

to connect to the Internet, the major reasons are identified as, the poor data quality, slow connections, small 

screens and poor enjoyment experience has been on the top (Associated Press, 2001; Bangkok Post, 2001). The 

problems of user interface, limited menu options and screen resolution should be taken into account by the 

ABSTRACT : 
The widespread use of mobile commerce is no longer a fiction. The future is for mobile technology 

and mobile commerce. These emerging technologies are getting wide acceptance throughout the 

world. Mobile commerce getting fast popularity since it allows the freedom of movement and ease of 

access virtually from anywhere. The future of mobile commerce heavily depends upon how easy and 

how friendly is this service to use. An effective user friendly interface design plays central role in the 

success of mobile commerce. Therefore, the main purpose of my research is to evaluate the usability 

principles of mobile commerce. In this research paper firstly I discussed about the M-Commerce in 

detail. Definitions of Mobile Commerce given by various authors are explained in brief. In problem 

discussion various barriers to M-Commerce are identified such as security, tangibility and physical 

experience. After this, usability of M-Commerce is explained as one of the biggest challenging issue 

in the adoption of M-Commerce. Essential factors of the M-Commerce acceptance are also outlined. 

After this a model of attributes of system acceptability is described. In last research questions are 

defined with the suitable answers. After research it can be concluded that if mobile usability could be 

improved above "satisfactory" level, it will have direct and positive impact of m-commerce usage 

and  increase in m-commerce business volume.   

KEYWORDS: WAP usability, Usability Principles, Mobile commerce, User Interface Design, 

Principles to support usability, Usability Heuristics, Amazon.com, CNN.com 
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senders of the information but only to a point since WAP device display screens are presently too small to 

provide enough information to foster ease of use. Jakob Nielsen (1993) has identified these potential issues of 

navigation barriers; he figure out that it took 20 clicks to locate a stock quote and 12 clicks to get the location of 

a Starbucks coffee store. Zaret (2001) conducted a research by providing a sample of WAP enabled mobile 

phone to users for a week and information on the available content, as result, 70 per cent of the handset holders 

said they would not use a WAP phone within the next 12 months. Similarly, a research conducted in Japan in 

May 2001 produced same results that the participants in a large-scale trial of 3G handsets in complained about 

the short usage periods before battery discharge and the phones were very hot to use due to heavy voltage 

drains. A commercial research conducted by TNS Interactive (2001) shows consistent results that show that the 

greatest barriers to m-commerce were, in order of priority: 

 Security 

 Tangibility and 

 Physical experience 

The WAP adoption has not been achieved up-to its assumptions even in those countries where internet 

usage is at its highest growth where internet usage is at its highest growth, for instance, Norway as first in 

internet usage with (63 per cent) USA being fourth (57 per cent) and Australia seventh (48 per cent), however 

despite there being almost twice as many cellular phone subscribers as internet households in the USA in 2001, 

just 12 per cent of the mobile phone owners use WAP shopping. In addition, Phillips (2001) figure out that 39 

per cent of cellular phone users were not ready for WAP or did not want to use WAP for shopping. Here a 

question arises, that, how the marketers will meet the profile needs of cellular phones users to stimulate the 

WAP usage? 

According to Whitfield (2003) the wireless technology and mobile computing applications has been 

overestimated in marketing. It was estimated that in the mobile of 2003 a million new consumers could make 

video calls, they could watching live football and check e-mail using their WAP enabled phones. The 3G- third 

generation technology is believed to be accountable for this revolution and new market promotion. However, 

there are numerous questions about this technology, for instance, what new marketing opportunities will emerge 

from this technology? What are the limitations of this new promising wireless mobile market? However, it has 

been noticed that the value creation to the user and to the customer is not always delivered using those emerging 

technologies 

 

III. M-COMMERCE USABILITY 

M-Commerce usability is one of the biggest challenging issues in adopting m-commerce (Ghinea and 

Angelides, 2004). Since, m-commerce has been deflated in the last few years therefore some doubts and 

concerns arose about its future (Jarvenpaa et al., 2000). In contrast to e-commerce, research shows new 

challenges in usability design in mobile commerce that are not limited to, the small screen size, limited screen 

resolution, limited processing capabilities, inadequate battery power of mobile devices, and bulky input 

mechanisms (Ghinea and Angelides, 2004). 

Similar to Sears and Arora (2002) and Nielsen et al. (2001), Ozok and Wei (2004) has also identified 

additional usability difficulties with the use of mobile phones including one of the hands being occupied holding 

mobile phone while data entry is conducted with the other hand using a stylus pen or the keypad. In addition, 

more difficulties involve information retrieval such as graphics being too small to read and take long time to 

download.In online sales, the user interface features including web page and content designs are key factors to 

enhance sales (Cao et al., 2005). In order to satisfy internet commerce usability expectations, the websites needs 

to be customized according to user interface principles to satisfy both their sensory and functional needs 

(Bellman et al., 1999). According to Venkatesh et al. (2003) with the aim to establish a successful mobile 

commerce environment there are certain prerequisites to pursue. A simple conversion of a successful e-

commerce business into mobile commerce is not a way of success. Therefore, a step-by-step content translation 

from e-commerce to m-commerce is not a best solution. There are numerous fundamental challenges needed for 

transferring websites from e-commerce to mobile commerce such as  
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 The first factor is related to the human issue connected with the small keypads and limited display 

interfaces of mobile phones; therefore, mobile commerce website designers should offer shrunk web 

pages with a limited number of features on the mobile interfaces rather than offering variety of features 

on e-commerce websites. 
 

 Second factor is that the goal is different in mobile commerce, since the key in mobile commerce 

success is the ability to present content to users in a customized fashion, therefore, the goals mobile 

commerce customers wants to achieve are different than their goals in the e-commerce environment. 

Since, in mobile commerce environment goals are often associated with a limited time (Sadeh, 2002). 

Mobile commerce tends to provide services to support time-critical activities therefore designers have 

to leverage the desires for specific usability aspects of mobile commerce. 
 

 The third factor is associated with cultural differences, Chau et al. (2002) has identified that while 

designing mobile commerce solution the designers should consider the cultural differences since 

people have been found as culturally sensitive. 
 

 The fourth important factor in mobile commerce is security and privacy. Palen and Salzman (2002) has 

figure out security as part of the advancement of usability in m-commerce. The issue of information 

privacy is a growing concern from a customer perspective as in m-commerce the world is a global 

village. 
 

 The fifth vital factor in mobile commerce is user trust. Ozok and Wei (2004) has identified that user 

trust in secure data transmission using mobile device is considerably high, as compare to e-commerce. 

 

IV. ESSENTIAL FACTORS OF M-COMMERCE ACCEPTANCE 

Choi et al.; (2008) has list down the essential factors of m-commerce acceptance in their study of m-

commerce in Korea. They figure out that these factors have significant impact on customer satisfaction while 

using m-commerce. The factors such as ease of navigation ease of use, content quality, perceived usefulness, 

and mobile portal reliability strongly affect to decide whether the customer should revisit that mobile portal or 

not. If these factors are considered in mobile portal development it will increase m-commerce usability. 

Following Figure shows the detailed contents of these essential factors of m-commerce acceptance. 

 

Factors Description Researchers 

Convenience Perceived ease of use  

Ease of Navigation  

Cheong and Park (2005), Wu and 

Wang (2005), Kim et al, (2005) 

Transaction Process Transaction Time 

Transaction Process 

Ghinea and Angelides (2004), Kim 

et al, (2005) 

Mobile portal and Reliability Systems Perceived risk Perceived 

system quality  Compatibility Product 

Perceived content quality Degree of 

content up-to-date Variety of content 

Cheong and Park (2005), Wu and 

Wang (2005), Kim et l, (2005) 

Information Categorization of information 

Naming of information 

Kim et al, (2005) 

Price Cost  

Perceived level of price 

Ghinea and Angelides (2004), 

Cheong and Park (2005), Wu and 

Wang (2005) 

Security/Privacy 

Usefulness 

Perceived usefulness 

Usefulness of content 

Cheong and Park (2005), Wu and 

Wang (2005), Kim et al, (2005) 

Experience Internet experience Cheong and Park (2005) 

User behavior Attitude to m-internet 

Intention to use 

Cheong and Park (2005), Wu and 

Wang (2005) 

Representation Size of image/text 
Readability of information 

Convenience of navigation 

Kim et al, (2005) 

Figure 1.1 Essential factors of m-commerce acceptance in the previous studies 
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Source: Choi et al.; (2008) 

The above figure illustrates the essential factors of m-commerce acceptance such as “transaction 

process” and “customization” which lead customer satisfaction when connecting an m-commerce site. However 

it has unique aspects of “content reliability”, “availability”, and “perceived price level” of mobile Internet which 

build customers intention to use m-commerce site. 

 

V. USABILITY AND SYSTEM ACCEPTABILITY 

According to (Nielsen, 1993) system usability is relatively a minor concern as compared to the larger 

issues of system acceptability, which is the main question of whether the system is good enough to satisfy user 

needs and requirements and other potential stakeholders e.g. users, clients and managers. In general, 

acceptability of a computer system is again a combination of its social acceptability and practical acceptability; 

for instance, consider a system which investigates whether people applying for unemployment benefits are 

currently employed or unemployed to prevent fraudulent claims. This can easily be done by verifying 

information with other systems. Some people might appreciate this fraud-preventing system whereas some 

people might assume that it un-necessarily delays the benefits to deserving people. In this example, the system is 

not socially acceptable by peoples of later category; even though the system is practically acceptable since it 

prevent fraudulent claims.  

       Utility 

    Social Acceptability 

Easy to Learn 

Usefulness     

        Efficient to use   

            Easy to remember              

    Few Errors 

System Acceptability         Subjectively  

          Cost   

            

          Compatibility 

            

         Reliability  

              Etc.  

Figure 2.2 A model of attributes of system acceptability 

Source: (Nielsen, 1993) page 25 

In this figure, A model of attributes of system acceptability is given which illustrates the different 

elements of system acceptability. The model is based on four key attributes, included social acceptability, 

practical acceptability, usefulness, utility and usability, these elements are critical for the successful interface 

design. The main features of system acceptability also include sub-elements that describe the details against 

each key segment. 

VI. RESEARCH QUESTIONS 

Based on problem discussions, I have formulated two research questions which are as follows: 

RQ1. Does the design of WAP services contain major usability flaws? 

Research conducted by Ramsay 2001, Condos et al, 2002 and Nielsen 1993 is very much useful to answer our 

first research question to workout does the design of current WAP services contain major usability flaws? 
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Usability Principles for WAP Services defined by Condos et al., (2002) 

 Avoid unnecessary use of graphics 

 Avoid long lists and indicate the length of the list 

 Make important options visible to the user 

 Provide clear, helpful and meaningful error messages 

 Avoid dead ends 

 Format and present content appropriately 

 Offer consistency in navigation and naming of menu options 

 Provide the user with sufficient prompting 

 Minimize user input 

 Structure tasks to aid the user’s interaction with the system 

Usability Principles for WAP Services defined by Ramsay (2001) 

 E-Navigation and Labeling 

 Unnecessary browse time 

 Minimize input 

 Help Facility 

RQ2. How the m-commerce interface design can be made user-friendly? 

User centered interface design principles and usability principles plays key role to improve interface 

design. Since, my research is intended to first figure-out any existing flaws in WAP services and in second 

research question, I will attempt to propose solutions to improve the interface design with the help of valuable 

research conducted by Nielsen, 1990, Dix et al., 1993, and Preece et al., 1995. 

Usability heuristics for User Interface Design: Jakob Nielsen (1990) 

 Visibility of system status 

 Use user’s own language 

 User control and freedom 

 Consistency and standards 

 Error prevention 

 Recognition versus Recall 

 Flexibility of use 

 Aesthetic and minimalist design 

 Sensible error messages 

 Help and documentation 

VII.     CONCLUSION 

 Mobile commerce is one of the fastest and emerging fields of research. The importance of mobile 

commerce is an open reality; however a few studies are found on "usability of mobile commerce". Therefore, 

this field of research required immediate attention of' passionate and enthusiastic researchers. Since, the mobile 

devices and technology itself changing very quickly, as a result, it open doors for the constant need for the  

improvement of mobile usability and mobile interface design principles. I would  

recommend that a future study should be conducted by taking different WAP Portals. Since, we believe that if 

mobile usability could be improved above "satisfactory" level, it will have direct and positive impact of m-

commerce usage and increase in m-commerce business volume.  
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I. INTRODUCTION 
Cellular mobile communication is the field of wireless communication which gets most attention and 

improves fast. The combination of flexibility of radio communication and digital transmission quality has an 

important role in the success of this system. Global Systems for Mobile Communications (GSM) has become 

the only global and fastest growing system standard for mobile communication in the world. Because, it is the 

system whose standards accepted by whole world and have the highest number of users. Communication 

between mobile unit and system is provided with base stations. One of the most important criteria in system 

design is that spread of radio sign transmitted from the transmitter antenna which is located on the base station 

to the mobile unit should be modeled. Walfisch and Bertoni, have study a theoretical model that encounters the 

effects of buildings on radio propagation. This model assumes that building heights and separation between 

buildings are equal [1]. Bertoni Walfish model is improved by Chrysanthou and Bertoni [2]. In the model, the 

effects of the difference of height and structures of buildings to the sign spread are given. In the study of Cerri 
G. it was studied on feed forward neural networks for path loss prediction in urban environment [3]. In the study 

of Ileana, neural network models for path loss prediction are comparison [4]. Xia, H.H. [5] a simplified 

analytical model for predicting path loss in urban and suburban environments was proposed. There are many 

studies on the usage of the adaptive network for parameter prediction. In the study of Chi-Bin, C., and Lee, E. S. 

it was studied on fuzzy adaptive network approach for fuzzy regression analysis [6]. Jhy-Shing R. J. studied on 

the adaptive networks based on fuzzy inference system [7]. In the study of Erbay, D.T., and Apaydin, A., 

adaptive network is used to parameter estimation where independent variables come from an exponential 

distribution [8]. Fuzzy adaptive network used for estimating the unknown parameters of regression model is 

based on fuzzy if-then rules and fuzzy inference system. In regression analysis, data analysis is very important. 

Because, every observation may be has large influence on the parameters estimates in regression model. When 

data set has outlier, robust M methods (Huber, Hampel, Andrews and Tukey), are used parameters estimates. In 
this study the path loss predictions are obtained by robust regression methods. The predictions from robust 

regression methods are compared with predictions from the model which is proposed by Bertoni-Walfisch path 

loss model. The Bertoni-Walfisch model is the most suitable theoretical model for the Cağaloğlu region, 

because of this model is consider the buildings database. The remainder of the paper is organized as follows. 

Section II introduces the measurements and the path loss models. In the Section III robust regression methods 

for path loss prediction are presented. In the Section IV the path loss model for real data collected from 

Cağaloğlu, which is urban area in Istanbul (Turkey), is obtain via robust regression methods. In Section V, a 

discussion and conclusion are provided. 

 

ABSTRACT. 

 Estimating the position of mobile terminals is an important problem for cellular networks. One of the 

methods of locating the mobile terminal is to use measurements of the radio path loss. This paper 

presents the results of robust regression methods for the prediction of path loss in a specific urban 

environment. Since the data set using in the application has outlier robust regression methods are used 

prediction of the path loss model. The performance of the path loss model which is obtained from 
robust regression methods are compared to Bertoni-Walfisch model, which is one of the best studied 

for propagation analysis involving buildings. This comparison based on the mean square error 

between predicted and measured values. In this study, propagation measurements were carried out at 

900 MHz band in the city of Istanbul, Turkey. 
 

KEY WORDS: Path Loss Model, Anfis, Robust Regression, Prediction 
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II. THE MEASUREMENTS AND THE PATH LOSS MODELS 
To optimize the most suitable propagation model the measurements are very important. The 

measurement equipments consist of the transmitter and the receiver. The narrow band CW (Continuous Wave) 

transmitter, which can be tuned to a specific test frequency, was used together with an omni antenna. The 

antenna was installed on the rooftops. In order to decrease cable losses, the transmitter was located near the 

antenna. The receiver is a high speed GSM scanner, with Walkabout data collection software from Safco 

Technologies. The measurements were carried out at an approximate speed of 40 km/h, while the receiving 

antenna was at a height of 1.5 m from the ground. The receiver was moved through a variety of urban 

environments. The measurements data was recorded every 250 m. The route length and the number of points 

were approximately 161 km and 644 respectively. The signal level enrollments are collected from along the 

streets which are between the base station antenna and the mobile station antenna. A variety of experimentally 

or theoretically based models have been developed to predict radio propagation in land mobile system in the 

literature. Walfisch and Bertoni have published a theoretical model that encounters the effects of buildings on 
radio propagation [1]. In this study, Bertoni-Walfisch model will be used to comparison, because of this model 

is take into consideration the buildings between the antennas. 

 

2.1. A. Bertoni - Walfisch Model. Bertoni - Walfisch proposed a semi - empirical model that is applicable to 

propagation through buildings in urban environments. The model assumes building heights to be uniformly 

distributed and the separation between buildings are equal. Propagation is then equated to the process of 

multiple diffractions past these rows of buildings. The expression of the Bertoni-Walfisch path loss model is in 

dB, 

 

         
bbtWB

AhhdfdBPL 


)log(181)log(38log215.89)(                  (2.1) 

where, 

 

r
h , is the mobile station antenna height, 

b
h , building height,  

c
d , is the center-to-center spacing of the rows of the buildings,  

 f,  is the frequency MHz   

t
h , is the base station antenna height [1]. 

The influence of building geometry is contained in term    
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III. ROBUST REGRESSION METHODS FOR PATH LOSS PREDICTION 

In the determining of test statistics and coefficients, the role of each observation must be taken into 

consideration. The data details must also be tested, because the results of the parameter estimation may be 
related to an observation, and removal of this observation from the data may change the result of the analysis. 

This kind of observation, which has a bigger residual value than the others, is called an outlier. In the event of 

an outlier value, robust methods are used that are less affected than the least square method (LSM) during the 

estimation of the regression model. In this section, we provide definitions of robust M methods and adaptive 

network based fuzzy inference systems which are commonly used in the literature [9, 10, 11, 12,13]. 

 

3.1. M methods. M method is minimizing the residual function. Regression coefficients ˆ
j

  are obtained by 

minimizing the sum 
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where 1 2( , , . . . , )i i i ipx x x x  are independent variables, 
iy  is depend variable and 

  / 0 .6 7 4 5i id m ed ia n r m ed ia n r  , 
ir  is the ith observed error. 

By taking the first partial derivative of the sum in Eq. (3.1) with respect to each ˆ
j

 and setting it to zero, the 

regression coefficients are obtained from Eq. (3.2) [9, 10, 11, 12, 13]. 
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    3.1.1.  Huber. Huber’s   function is defined as 
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where k is called the tuning constant and k is set at 1.5 and 
ir  is the ith observed error. Sometimes the numerator 

of d is called the median of the absolute deviations (MAD). The following function is obtained by taking the 

derivative of Eq. (3.3). 

 

( )

k z k

z z z k

k z k



  


 




                      (3.4) 

 

The function Ψ is the derivative of ρ. They are typically set up such that large residuals will be given only 

marginal or zero Ψ weights in Eq. (3.4). So Ψ is often labeled as ”redescending to zero” [9, 10, 11, 12, 13]. 

 

3.1.2. Hampel. The Hampel Ψ function is defined as 
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The constant values are selected as a = 1.7, b = 3.4 and c = 8.5 in general [9, 10, 11, 12, 13]. 

 
3.1.3. Andrews. Andrews (sin estimate) Ψ function is defined as 
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where k is taken to be 1.54 or k = 2.1 [9, 10, 11, 12, 13]. 
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3.1.4. Tukey. In Tukey’s biweight estimate, the Ψ function is defined as 
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where k is selected as 5 or 6 [9, 10, 11, 12, 13]. 

 

3.2. Fuzzy Inference Systems and ANFIS. 

 

3.2.1. Fuzzy Inference Systems. The fuzzy inference system forms a useful computing framework based on the 

concepts of fuzzy set theory, fuzzy reasoning, and fuzzy if-then rules. The fuzzy inference system is a powerful 

function approximater. The basic structure of a fuzzy inference system consists of three conceptual components; 

a rule base, which contains a selection of fuzzy rules, a database, which defines the membership functions used 

in the fuzzy rules, and a reasoning mechanism, which performs the inference procedure upon the rules to derive 

a reasonable output. There are several different types of fuzzy inference systems developed for function 

approximation. In this study, the Sugeno fuzzy inference system, which was proposed by Takagi and Sugeno 

[14], will be used. When the input vector X is 
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where the weight 
l

w  is the truth value of the proposition 
L

Y Y  and is defined as 
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



p

i

iF

L
xw L

i

1

                                                                                                                     (3.9) 

where  ( )L

i
iF

x   is a membership function defined on the fuzzy set 
L

j
F . 

 

3.2.2. ANFIS. The Adaptive-Network Based Fuzzy Inference System (ANFIS) is a neural network architecture 
that can solve any function approximation problem. An adaptive network is a multilayer feed forward network 

in which each node performs a particular function on incoming signals as well as a set of parameters pertaining 

to this node and it has five layers [15],[16]. Fuzzy rule number of the system depends on numbers of 

independent variables and class or fuzzy sets number forming independent variables. When independent 

variable number is indicated with p, if level number belonging to each variable is indicated with ( 1, ... , )
i

l i p  

fuzzy rule number is indicated with 

 






p

i

i
lL

1

                      (3.10) 

 

The detail of ANFIS which is the used in the path loss prediction is located in [17]. 
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3.2.3. An algorithm to path loss prediction. In this study, the path loss prediction problem has a three-

dimensional input. One of them is comes from Gaussian distribution and the others are come from exponential 

distribution. Because of this condition, there will be used two different membership function, one of them is 

named Gaussian membership function whose parameters can be represented by parameter set { , }
h h

  and the 

other one is produced for the inputs which are come from exponential distribution in this study, by the 

membership function suggested by Erbay, T.D. and Apaydin, A. [8]. The membership function has one 

parameter which is represented by { }
h

 . The optimal membership function for the exponential distribution 

function is obtained in the shape of 
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where c (c < 1) is a constant element and ν is a distribution parameter which is called a priori parameter. In the 

data set derived from the exponential distribution, the limit of the data belonging to the cluster with one 

membership degree is dependent on the fixed element c and the parameter ν , which indicates the distribution. 

This limit, given with )(ca , is described by, 

 

))}1(2ln(,0max{)( cca                      (3.12) 

 

and the optimal membership function for Gaussian distrubition is 
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Where {
h

v } is center and {
h

 } is spread of fuzzy cluster. 

The steps of the proposed algorithm for predicted path loss model are as follows: 

 

Step 0: Optimal class numbers related to data set belonging to independent variables are determined. Optimal 

value of class number 
i

l , (
i

l =2, 
i

l =3,...,
i

l =max) can be obtained by minimizing fuzzy clustering validity 

function S [18]. This function is expressed by 
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where, 
i j

  are fuzzy membership,  
i

v  cluster center, n observation numbers and m fuzziness index.  

Step 1: Priori parameters are determined. Spreading is determined intuitively according to the space in which 

input variables gain value and to the fuzzy class numbers of variables gain value and to the fuzzy class numbers 

of variables Center parameters are based on the space in which variables gain value and fuzzy class number and 

it is defined with 
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,...,1,)1(

)1(

)min()max(
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


         (3.15) 

Step 2:  
L

w  weights are calculated which are used to form matrix B to be used in counting posteriori parameter 

set by Eq. (3.11) and Eq. (3.13). The 
L

w sets are the normalizations of the sets which is indicated with 
L

w . 
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 Step 3:  On the condition that the independent variables are fuzzy and the dependent variables are crisp, a 

posteriori parameter set is obtained as crisp numbers in the shape of,  ,
L L L

i i i
c a b , L L

i i
c a . In that 

condition,  

YBBBZ
TT 1

)(


                                 (3.16)                            

                                         

equality is used for determining the a posteriori parameter set. Here B is weighted input matrix and, Y and Z 

defined as  
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Step 4: By using posteriori parameter set L

i
c  obtained in Step 3, the system model indicated with  
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L
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Setting out from the models and weights specified in Step 2, prediction values are obtained with 
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Step 5: Error related to model is counted as  
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If   , then posteriori parameter has been obtained as parameters of models to be formed, the process is 

determinated. If   , then, step 6 begins. Here   is a law stable value determined by decision maker. 

 

Step 6: Central priori parameters specified in Step l, are updated with  

t
ii
 

'
                                                                                          (3.20) 

in a way that it increases from the lowest value to the highest and decreases from the highest value to the lowest. 

Here, t is size of step; 
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and a is stable value which is determinant of size of step and therefore iteration number. 

 

Step 7: Predictions for each priori parameter obtained by change and error criterion related to these predictions 

are counted with  

 
kkk

yy ˆ                                                                                                                                    (3.22) 

 

The lowest of error criterion is defined. Priori parameters giving the lowest error specified, and prediction 

obtained via the models related to these parameters is taken as output.  

 

 

IV. PREDICTION PATH LOSS MODEL 
In this section, try to obtain the most suitable path loss model based on the value of signal 

level in 900 MHz frequency, in Cağaloğlu region. The obtained model will be compare with the 

Bertoni-Walfisch model. Because, this model is take into consideration the buildings database. To 
Cağaloğlu region, number of observation is 644, base station antenna height is 16m, route is 161km, 

the average of the building heights 14.656m, and the average of the center-to-center spacing of the 

rows of the buildings is 42.7083m. From the result of the residual analysis, the 278th,  

335th, 414th, 420th, 427th, 547th, 615th, 639th and 644th, nine observations are outliers. 
Standardized residuals for these observations are greater than 2.5. Cağaloğlu region is urban area and 

it has regular building structure. The gabs between buildings along the streets are small. Figure 1 
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shows the histogram of the center-to-center spacing of the rows of the buildings dc, the building 

height hb, and the α, respectively Figure (1-a), Figure (1-b) and Figure (1-c), which are the 
independent variables used in the constitute path loss model. This is appearing from histograms, the 

building heights hb, have gauss distribution and the center-to-center spacing of the rows of the 

buildings dc and the propagation angle α have exponential distribution. Because of that, during the 
form of the path loss model by ANFIS, the membership function which is expressed in Eq. (3.11) and 

(3.13) is used. The algorithm which is proposed in section five was operated with a program written in 

MATLAB for data set from Cağaloğlu region. This data set has 745 observations. And the fuzzy rules 
to path loss model based on fuzzy inference system are obtained as 
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where 

1
x : the center to center spacing of the rows of the buildings )(

c
d , 

2
x : the building heights )(

b
h , 

3
x : the propagation angle )( . 

 

The parameter estimation from M methods and least square method (LSM) are located in Table 1. 

 
 

 
The input variable number, which is according to independent variables are three and the fuzzy class number of 

each input variable is two, which is determinate in initial step in proposed algorithm. And then fuzzy rules 

number is eight from Eq. (3.10). The comparison of the predictions is based on the error criterion given with Eq. 

(3.22).  The error related to predictions obtained via the models given with Eq. (4.1), which are formed by 

ANFIS, is found as  
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The error related to predictions obtained via the model given with Eq. (2.1) which is proposed by Bertoni-

Walfisch, is found as 
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And the error related to predictions obtained via M methods and the LMS are found as 
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The graphs of errors obtained via proposed algorithm, M methods and Bertoni- Walfisch model are shown in 

Figure 2. In Figure (2-a), errors from Bertoni-Walfisch model, in Figure (2-b), errors from LSM, in Figure (2-c), 
errors from fuzzy adaptive network which is related to proposed algorithm in this work, in Figure (2-d) to (2-g) 

errors from Huber, Hample, Tukey and Andrews are shown respectively. 
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V. CONCLUSIONS 
The path loss model prediction for the 900 MHz band is achieved depends on the measurements for 

Cağaloğlu which is the urban area in Istanbul. For the each measurement which are obtained from 644 different 

point in Cağaloğlu, the building height (hb), center-to-center spacing of the rows of the buildings (dc), 

propagation angle between base station antenna and mobile station antenna in radian (α) are counted. And they 

are used as the input variable in the robust regression methods. The Bertoni-Walfisch model is first model which 

is taking into consideration the effect of the buildings in path loss modeling. Because of the measurements are 

collecting from the urban are, the predictions from proposed algorithm are compared whit the predictions from 

Bertoni-Walfisch Model. The predictions from robust regression methods are compared with the Bertoni-

Walfisch Model. And according to the indicated error criterion, which is expressed in Eq. (3.22) the errors 

related to the predictions that are obtained from the robust regression methods are less than the errors that are 

obtained from the Bertoni-Walfisch Model. The robust methods don’t necessitate the equality of the heights and 

distance of buildings, it can be used for the different areas which have the similar characteristics of the area 
studied on. 
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Abstract: To assess the diagnostic reliability of gallbladder ejection fraction in patients with suspected biliary 

pain. For a class of nonlinear diffusion equations we use the Painleve analysis. In some cases we find that it has 
only the conditional Painleve property and in other cases, just the painleve property. We also obtained special 

solutions of Painleve analysis. In that, one of the solution (i.e) the reduction of nonlinear diffusion equation to 

Riccati equation was used for the gallbladder ejection fraction. 

 

Key Words: Gallbladder Ejection Fraction, Normal Distribution, Painleve Property, Riccati Equation, 

Cholecystokinin, Chronic Acalculous Cholecystitis.        

 

2010 Mathematics Subject Classification: 60H99, 60G99 
 

 

1. Introduction: 
 Measurement of gallbladder emptying with either oral fatty meal or intravenous 

administration of octapeptide of cholecystokinin (CCK-8) is a standard procedure in the evalution of patients 

with varieties of gallbladder diseases. When quantitative cholescintigraphy was introduced nearly 30 years ago, 
10ng/kg of CCK-8 was infused intravenously over a three minute period and an ejection fraction value of 35% 

or greater was considered as normal. Intravenous infusion of CCK-8 has become more popular than ingestion of 

a fatty meal.  

 Quantitative cholescintigraphy is critical in the evalution of hepatobiliary diseases [5], and 

biliary dyskinesia. Since biliary dyskinesia is purely a functional abnormality, traditional method of correlation 

with other imaging test such as ultrasound does not appear appropriate, and therapeutic outcome studies become 

critical for assessment of accuracy of diagnostic techniques. We undertook the current study in fairly large 

number of patients with abdominal pain to find out the therapeutic outcome results by infusing CCK-8 for three 

minutes. Merit of any diagnostic test depends upon its ability to separate normal subjects from those with the 

underlying disease [4].  

 In recent years, much attention has been focused on higher order non linear partial differential 

equations, known as evolution equations. Such nonlinear equations often occur in the description of chemical 
and biological phenomena. Their analytical study has been drawing immense interest. In [1], a nonlinear partial 

differential equation is integrable if all its exact reductions to ordinary differential equations have the Painleve 

property: that is, to have no movable singularities other than poles.  

 This approach poses an obvious operational difficulty in finding all exact reductions. The 

reduction of  to Riccati equation was used to find the gallbladder ejection fraction.   

 

2. Notations: 

                -          Gallbladder Ejection Fraction 

           -           Cholecystokinin 

                       -           Intensity 

                       -           Arbitrary Function 

                       -           Resonances 
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                                                           -           Shape Parameter 

                                                           -           Scale Parameter 

 

3. Painleve Analysis: 
 In [1], a nonlinear partial differential equation is integrable if all its exact reductions to 

ordinary differential equations have the Painleve property: that is, to have no movable singularities other than 

poles. This approach poses an obvious operational difficulty in finding all exact reductions. This difficulty was 

circumvented by [12] by postulating that a partial differential equation has the Painleve property if its solutions 

are single - valued about a movable singular manifold 

                                                                               

where  is an arbitrary function. In other words, a solution  of a partial differential equation should have a 

Laurent - like expansion about the movable singular manifold : 

                                                                                                                     (1) 

where  a is a negative integer. The number of arbitrary functions in expansion (1) should be equal to the order 

of the partial differential equation. Inserting expansion (1) into the targeted equation yields a recurrence formula 

that determines  for all , except for a finite number of , called resonances. For some 

equations, the recurrence formulas at the resonance values may result in constraint equations for the movable 

singular manifold which implies that it is no longer completely arbitrary. In such cases, one can say that the 
equation has the Conditional Painleve Property [6]. The Painleve property is a sufficient condition for the 

integrability or solvability of equations. Meanwhile, various authors have applied this approach to other 

nonlinear partial differential equations to decide whether or not these equations are integrable. Recent 

investigations of [2] regarding the Painleve analysis also yield a systematic procedure for obtaining special 

solutions when an equation possesses only the conditional Painleve property. From [3] proposed the nonlinear 

diffusion equation 

                                                                                                                                       (2) 

as a model for the propagation of a mutant gene with an advantageous selection of intensity . From [6] has 

considered the extended form of equation (2) as 

                                                                                                                         (3) 

For Painleve analysis and obtained special solutions for various cases of  and . 

In this paper we consider 

                                                                                                           (4) 

This is a generalization of (3) for the Painleve analysis. This equation has several interesting limiting cases 

which have already been studied: 

(i) When and , equation (4) is reduced to the generalized Fisher equation. For , 

equation (4) reduces to the Fisher equation and for , (4) reduces to the Newell Whitehead equation. 

(ii) If we take , then equation (4) is reduced to the generalized Burgers equation. With 

and , equation (4) gives the Burgers equation, which describes the far field of wave 

propagation in nonlinear dissipative systems [13]. 

(iii) When and  equation (4) is reduced to the generalized Burger - Fisher equation [11]. 

The behavior of solutions of equation (4) at a movable singular manifold, 
                                                                   

is determined by a leading order analysis where by one makes the substitution 

                                                                                                                                  (5) 

and balances the most singular or dominant terms. Substituting (5) into (4), we obtain three possible values for  

as follows: 

Case (i): 

  : Balancing the dominant terms  and , we obtain 
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                                                                                                                                     (6) 

and  

      

Case (ii): 

  : Balancing the dominant terms  and , we obtain 

                                                            

and 

                                                    

For , 

                                                                                                                                                   (7) 

Here we have two branches for  as follows: 

Branch (i):  & Branch (ii):  where  

                                            and                                                            (8) 

Case (iii): 

  : Balancing the dominant terms  and , we obtain 

                                                                

and 

                                                                                                                   (9) 

We have the following lemma as a result. 

Lemma: 

 For all combinations of integer values of  and , the leading order singularity of 

equation (4) is 

(i) A movable pole for all combinations with  is equal to  or  for case (i), with 

being equal to  for case (ii), and with  being equal to  for case (iii). 

(ii) A rational branch point for all combinations with  for case (i). 

 for case (ii) and  for case (iii). 

The powers of , at which the arbitrary coefficient appears in the series, that is, the resonances are determined 

by setting 

                                           

and balancing the most singular terms of equation (4) again. We obtain for case (i), using the value of  given 

by (6), 

 
with solutions 

 
However, for case (ii), with value  given in (7) and for a particular value of  given by (8), we obtain for 

branch (i) 

 
with solutions 

 
and for branch (ii) 
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with solutions 

 
For case (iii), we get 

                  

with solutions  

                                                                                                                                       (10) 

By using the above lemma, we consider the following cases; 

(i)  

(ii)  

(iii)  

(iv)  

(v)  

In which equation (4) has a movable pole as leading order singularity, and therefore, it may have a valid Laurent 

Expansion. 

Now consider the case (iv): Equation (4) with  

In this case, equation (4) becomes 

                                                                                                                                (11) 

Using (9) and (10), we obtain 

                                                                

and the resonances are  and . Hence, we take the Laurent expansion of the form 

                                                                                                                         (12) 

Substituting (12) into (11) and collecting coefficients of equal powers of , we have 

                                              

                                              

                                              

                                                                                                                                                 (13) 

Equation (13) shows that  is an arbitrary function. Therefore (11) possesses the Painleve property. 

 

4. Reduction of  to Riccati Equation: 

  Let , where 

                                                                                                                                                            (14) 

Substituting (14) into (11) with  we obtain 

                                                                                                                              (15) 

Integrating (15) once, we get  

                                                                                                                                           (16) 

Equation (16) is a Riccati Equation, which can be linearized through the transformation 

                                                                                                                                                            (17) 

Substituting (17) into (16), we get  

                                                                                                                                               (18) 
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which is a second order linear differential equation. Solving (18), we obtain 

                                                                                                            (19) 

Using (19) then (17) becomes 

                               (20)     

 

5. Example:  

 Total of 140 subjects (113 women, 27 men) with a mean age of 46 years were selected 

retrospectively from a list of 444 patients. Hepatic extraction fraction and excretion halftime were determined as 

described [5]. Differential hepatic bile flow into gallbladder versus small intestine was calculated by dividing 

the total gallbladder counts by the sum of gallbladder and small intestinal counts at 60 minutes after radiotracer 

injection. Gallbladder phase study was obtained separately between 61 to 90 minutes by collecting data on the 

same size computer matrix at one frame/minute. Octapeptide of cholecystokinin (CCK-8), 10ng/kg, was infused 

over three minutes through an infusion pump, infusion beginning at 65 minutes after radiotracer injection 
(Figure 1). Gallbladder ejection fraction (GBEF) was calculated in the standard fashion [4] & [7-10]. 

 

Figure 1: In a normal subject, the gallbladder empties with an ejection fraction of 59% 

 
 

Figure 2: In a normal subject, the gallbladder empties with an ejection fraction of 59%  

(Using Normal Distribution) 
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6. Conclusion: 
  3 minute infusion of 10ng/kg of CCK-8 and a cut off value of 35% as the lower limit of GBEF 

carries a sensitivity of 95%, specificity of 89% with an overall accuracy of 92% in the evaluation of patients 

with chronic acalculous choleystitis (CAC). Excellent therapeutic outcome was achieved in CAC patients with 
laparoscopic cholecystectomy, performed solely on the basis of low ejection fraction; gallbladder ejection 

fraction with three minute intravenous infusion of 10ng/kg CCK-8 carries both high sensitivity and specificity 

and clearly separates normal gallbladder from those patients with CAC. The test is simple and reliable. This 

model is fairly fitted with the non linear diffusion equation by using normal distribution. The medical report 

{Figure (1)} is beautifully fitted with the mathematical model {Figure (2)}; (i.e) the results coincide with the 

mathematical and medical report. 
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I. INTRODUCTION 
GSM (Global System for Mobile communications) is an open, digital cellular technology used for 

transmitting mobile voice and data services. GSM differs from first generation wireless systems in that it uses 

digital technology and Time Division Multiple Access (TDMA) transmission methods. GSM is a circuit-

switched system that divides each 200kHz channel into eight 25kHz time-slots. GSM operates in the 900MHz 

and 1.8GHz bands in Europe and the 1.9GHz and 850MHz bands in the US. The 850MHz band is also used for 

GSM and 3GSM in Australia, Canada and many South American countries. GSM supports data transfer speeds 

of upto 9.6 kbit/s, allowing the transmission of basic data services such as SMS (Short Message Service). 

Another major benefit is its international roaming capability, allowing users to access the same services when 

travelling abroad as at home. This gives consumers seamless and same number connectivity in more than 210 

countries. GSM satellite roaming has also extended service access to areas where terrestrial coverage is not 

available Global System for Mobile Communications. The first European digital standard, developed to 

establish cellular compatibility throughout Europe.  

It's success has spread to all parts of the world and over 80 GSM networks are now operational. It operates at 

900 MHz. 

 GSM stands for Global System for Mobile Communication and is an open, digital cellular technology used 
for transmitting mobile voice and data services. 

 The GSM emerged from the idea of cell-based mobile radio systems at Bell Laboratories in the early 1970s. 

 The GSM is the name of a standardization group established in 1982 to create a common European mobile 

telephone standard. 

 The GSM standard is the most widely accepted standard and is implemented globally. 

 The GSM is a circuit-switched system that divides each 200kHz channel into eight 25kHz time-slots. GSM 

operates in the 900MHz and 1.8GHz bands in Europe and the 1.9GHz and 850MHz bands in the US. 

 The GSM is owning a market share of more than 70 percent of the world's digital cellular subscribers. 

 The GSM makes use of narrowband Time Division Multiple Access (TDMA) technique for transmitting 

signals. 

 The GSM was developed using digital technology. It has an ability to carry 64 kbps to 120 Mbps of data 

rates. 

 Presently GSM supports more than one billion mobile subscribers in more than 210 countries throughout 

the world. 

ABSTRACT: 
This project uses a wireless technology for automobiles using GSM modem. With the help of GSM 

modem, we can stop the automobile engine when someone tries to steal the vehicle. When unauthorised 

person tries to unlock the door of car, then a programmable microcontroller 8051 gets an interrupt and 

order to GSM modem to send a SMS. GSM modem that stores owner’s number upon a miss call for the 

first time sends an alert SMS to that authorized number. If owner reply to “stop the engine” then the 

control instruction is given to the microcontroller through interface that the output from which activates 
a relay driver to trip the relay that disconnects the ignition of the automobile resulting in stopping the 

vehicle. 

Keywords - Step down transformer 230/12V, Bridge Rectifier, Voltage Regulator 7805, Microcontroller 

8051 and GSM modem. 
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 The GSM provides basic to advanced voice and data services including Roaming service. Roaming is the 

ability to use your GSM phone number in another GSM network. 

Throughout the evolution of cellular telecommunications, various systems have been developed 

without the benefit of standardized specifications. This presented many problems directly related to 

compatibility, especially with the development of digital radio technology. The GSM standard is intended to 

address these problems. 

From 1982 to 1985 discussions were held to decide between building an analog or digital system. After 

multiple field tests, a digital system was adopted for GSM. The next task was to decide between a narrow or 

broadband solution. In May 1987, the narrowband time division multiple access (TDMA) solution was chosen.  

1. GSM Modem 

 

Fig 1. GSM Modem 

Global system for mobile communication (GSM) is a globally accepted standard for digital cellular 

communication. GSM is the name of a standardization group established in 1982 to create a common European 

mobile telephone standard that would formulate specifications for a pan-European mobile cellular radio system 

operating at 900 MHz. A GSM modem is a wireless modem that works with a GSM wireless network. A 
wireless modem behaves like a dial-up modem. The main difference between them is that a dial-up modem 

sends and receives data through a fixed telephone line while a wireless modem sends and receives data through 

radio waves. The working of GSM modem is based on commands, the commands always start with AT (which 

means ATtention) and finish with a <CR> character. For example, the dialing command is ATD<number>; 

ATD3314629080; here the dialing command ends with semicolon. The AT commands are given to the GSM 

modem with the help of PC or controller. The GSM modem is serially interfaced with the controller with the 

help of MAX 232. 

II. NEW APPROACHES 
Recently, a GPS based system is use for automobile security. This GPS system helps to find out the 

exact location of the vehicle and find out the direction of the vehicle. This system uses geographic position and 

time information from the Global Positioning Satellites. The system has an "On-Board Module" which resides 

in the vehicle to be tracked and a "Base Station" that monitors data from the various vehicles. But this system is 

not able to give protection to the vehicle. To overcome this problem, a GSM Modem based project introduced in 

this security system.  The main aim of this project is to use a wireless technology for automobiles using GSM 

modem. The main scope of this project is to stop the automobile engine with the help of GSM modem when any 

person tries to steal the vehicle. When unauthorised person tries to unlock the door of car, then a programmable 
microcontroller 8051 gets an interrupt and order to GSM modem to send a sms. GSM modem that stores 

owner‘s number upon a miss call for the first time, sends an alert sms to that authorized number. If owner reply 

to ―stop the engine‖ then the control instruction is given to the microcontroller through interface that the output 

from which activates a relay driver to trip the relay that disconnects the ignition of the automobile resulting in 

stopping the vehicle.   

Global usage: Originally GSM had been planned as a European system. However the first indication 

that the success of GSM was spreading further afield occurred when the Australian network provider, Telstra 

signed the GSM Memorandum of Understanding. 
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Frequencies: GSM networks operate in a number of different carrier frequency ranges (separated into GSM 

frequency ranges for 2G and UMTS frequency bands for 3G), with most 2G GSM networks operating in the 900 MHz or 
1800 MHz bands. Where these bands were already allocated, the 850 MHz and 1900 MHz bands were used instead (for 
example in Canada and the United States). In rare cases the 400 and 450 MHz frequency bands are assigned in some 

countries because they were previously used for first-generation systems. Most 3G networks in Europe operate in the 
2100 MHz frequency band. For more information on worldwide GSM frequency usage, see GSM frequency bands. 
Regardless of the frequency selected by an operator, it is divided into timeslots for individual phones. This allows eight full-
rate or sixteen half-rate speech channels per radio frequency. These eight radio timeslots (or burst periods) are grouped into a 
TDMA frame. Half-rate channels use alternate frames in the same timeslot. The channel data rate for all 8 channels is 
270.833 kb/s, and the frame duration is 4.615 ms. The transmission power in the handset is limited to a maximum of 2 watts 
in GSM 850/900 and 1 watt in GSM 1800/1900. 

III. GSM NETWORK 
The network architecture of GSM can be broadly divided into these main areas – 

 Mobile station 

 Base-station subsystem 

 Network and switching subsystem 

 Operation and support subsystem. 

 

Fig 3.GSM Network 

GSM is a cellular network, which means that cell phones connect to it by searching for cells in the 
immediate vicinity. There are five different cell sizes in a GSM network—macro, micro, pico, femto, and 

umbrella cells. The coverage area of each cell varies according to the implementation environment. Macro cells 

can be regarded as cells where the base station antenna is installed on a mast or a building above average 

rooftop level. Micro cells are cells whose antenna height is under average rooftop level; they are typically used 

in urban areas. Picocells are small cells whose coverage diameter is a few dozen metres; they are mainly used 

indoors. Femtocells are cells designed for use in residential or small business environments and connect to the 

service provider‘s network via a broadband internet connection. Umbrella cells are used to cover shadowed 

regions of smaller cells and fill in gaps in coverage between those cells.  

Cell horizontal radius varies depending on antenna height, antenna gain, and propagation conditions from a couple 
of hundred metres to several tens of kilometres. The longest distance the GSM specification supports in practical use is 35 
kilometres (22 mi). There are also several implementations of the concept of an extended cell, where the cell radius could be 
double or even more, depending on the antenna system, the type of terrain, and the timing advance. Indoor coverage is also 
supported by GSM and may be achieved by using an indoor picocell base station, or an indoor repeater with distributed 
indoor antennas fed through power splitters, to deliver the radio signals from an antenna outdoors to the separate indoor 

distributed antenna system. These are typically deployed when significant call capacity is needed indoors, like in shopping 
centers or airports. However, this is not a prerequisite, since indoor coverage is also provided by in-building penetration of 
the radio signals from any nearby cell. 
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IV. SPECIFICATIONS OF GSM 
The GSM specification is listed below with important characteristics. 

A. Modulation:  

Modulation is a form of change process where we change the input information into a suitable format 

for the transmission medium. We also changed the information by demodulating the signal at the receiving end. 

The GSM uses Gaussian Minimum Shift Keying (GMSK) modulation method. 

 

B. Access Methods: 
GSM chose a combination of TDMA/FDMA as its method. The FDMA part involves the division by 

frequency of the total 25 MHz bandwidth into 124 carrier frequencies of 200 kHz bandwidth. One or more 

carrier frequencies are then assigned to each BS. Each of these carrier frequencies is then divided in time, using 

a TDMA scheme, into eight time slots. One time slot is used for transmission by the mobile and one for 

reception. They are separated in time so that the mobile unit does not receive and transmit at the same time. 

 

C. Transmission Rate: 

The total symbol rate for GSM at 1 bit per symbol in GMSK produces 270.833 K symbols/second. The 

gross transmission rate of the time slot is 22.8 Kbps. GSM is a digital system with an over-the-air bit rate of 270 

kbps. 

 

D. Frequency Band:  
The uplink frequency range specified for GSM is 933 - 960 MHz (basic 900 MHz band only). The 

downlink frequency band 890 - 915 MHz (basic 900 MHz band only). 

E. Channel Spacing:  

 

This indicates separation between adjacent carrier frequencies. In GSM, this is 200 kHz. 

 

F. Speech Coding: 

GSM uses linear predictive coding (LPC). The purpose of LPC is to reduce the bit rate. The LPC 

provides parameters for a filter that mimics the vocal tract. The signal passes through this filter, leaving behind a 

residual signal. Speech is encoded at 13 kbps. 

 

G. Duplex Distance: 

The duplex distance is 80 MHz. Duplex distance is the distance between the uplink and downlink 

frequencies. A channel has two frequencies, 80 MHz apart. 

 

H. Misc: 

 Frame duration: 4.615 ms 

 Duplex Technique: Frequency Division Duplexing (FDD) access mode previously known as WCDMA. 

 Speech channels per RF channel: 8. 

V. COMPARISONS: 
 

  

GPS based System 

Vehicle Theft 

Intimation Using 

GSM Modem 

Definition GPS stands for 
―Global positioning 
System‖. It is a 
satellite-based 
navigation system 
that was developed 
by the United States 

Department of 
Defence. 

It is a specification of 
wireless network 
infrastructure. The 
system has been 
developed by the 
European 
Telecommunications 

Standards Institute. 

Technolog
y 

Triangulation to at 
least three or four of 
the 24 satellites that 
orbit the earth. 

An object‘s position is 
determined using 
signal strength and 
triangulation from 
base stations. 
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Features GPS system helps 
to find location and 
tracking of the 
vehicle 

This project can stop 
the vehicle when 
unauthorised person 
tries to steal the 

vehicle. 

Vehicle 
Tracking 

Digital maps, etc. 
are used to track the 
location in real 
time. 

Phone‘s international 
mobile equipment 
identity number, etc. 
are used to track the 
location of a vehicle. 

Accuracy Comparatively 
difficult in area 
surrounded by tall 
buildings. 

Base stations are 
capable of providing 
locations in areas like 
tunnel and dense 
areas. 

Advantage  Provides the 
exact location 

 Provides the 
exact latitude and 
longitude 

 Helps in 
searching the local 
area for nearby 
amenities 

 Assists in 
improving the 
accuracy for 
weather forecasts. 

 World wide 
roaming 

 The facilities of 
GSM are highly 
protected 

 Reasonable 
Devices and Facilities 

 The GSM 
expertise usages five 
bands of MHz rate; 
450, 850, 900, 1800 
and 1900 MHz. 

 

VI. FUTURE WORK 
Vehicle tracking system is becoming increasingly important in large cities and it is more secured than 

other systems. Now a day‘s vehicle Stealing is rapidly increasing. Nowadays, GPS tracking system is used in 

the vehicle. But this security is not enough for security. Due to this reason, this project is introducing the 

wireless technology effectively for the automotive environments by using the GSM Modem. It is used in 

sending sms intimation to owner in case of theft of vehicle. When a person trying to steal the vehicle. At that 

time, programmable microcontroller 8051 gets an interrupt and microcontroller that stores owner‘s number upon 

a miss call for the first time, sends an alert sms to that authorized number. When someone tries to steal the car 

then microcontroller gets an interrupt and orders GSM Modem to send the sms, the owner receives a SMS that 

his car is being stolen then the owner sends back the SMS to the GSM modem to ‗stop the engine‘, while the 

vehicle will be stopped. The control instruction is given to the microcontroller through interface, the output from 

which activates a relay driver to trip the relay that disconnects the ignition of the automobile resulting in 
stopping the vehicle. This project can be more effective when this is use in bank for security purpose. When 

unauthorized person tries to unlock bank locker then a security locker which is also available in bank locker 

automatically get locked. So that theft cannot able to open the bank locker. For this, we can also provide 

security in the bank. 

 

VII. RESULT AND CONCLUSION 
For fast development of the country transportation of men & materials is urgently require. For 

transportation of men  & material in very large amount large numbers vehicle is of high capacity is required 

.The cost high capacity vehicle  is very high .The Chances of theft  vehicle is also increased due to high cost of 
vehicle, non availability of garage ,guards & parking space in the town or city. To stop the theft of the car 

/vehicle is urgently required for fast movement of the vehicle/car & also to control criminal activity. At present 

we are using GPS system for tracking the theft vehicle. GPS system is not full prove system for arresting the 

theft of vehicle or car. It only track the theft vehicle/car after theft.GPS system is also very costly system and 

needs internet connection for tracking the vehicles. 
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My project is based on GSM modem, which is a full prove system for arresting the theft of vehicles 

without using GPS system and internet connection. My system is based on wireless technology. This project is 

to use wireless technology to intimate the owner of the vehicle about any unauthorized door entry into the 

vehicle. This is done by sending an auto-generated SMS to the owner. An added advantage of this project is 

that, the owner can send back the SMS to the system, which will disable the ignition of the vehicle. Theft 

intimation of the vehicle over SMS using GSM modem by user programmable number upon a miss-call , to the 

owner, while unauthorized door entry is made in the vehicle. Owner can send command through his mobile to 
the system to stop the engine by activating the relay interfaced to a microcontroller along with the GSM modem 

used for the purpose. My system can be used remotely for stoppage the ignition of engine of the vehicles which 

will completely stop the theft of vehicle .The cost of my GSM modem system is very low in comparison to 

present GPS system and it is also very handy and light weighted. The circuit of my GSM modem is very simple, 

which can be repaired very easily. In my GSM modem system, we are providing separate power system through 

12v battery.  There will be no any connection in my GSM system through car/vehicle battery. It will be a hidden 

system fitted in the car/vehicles. 
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I. INTROUDUCTION: 
By rapid development of using extensible language and XML development on the Internet, retrieval of 

XML data has become one of the most interesting research matters. Since the XML documents are increasingly 

expanding, engines for search and retrieval can be developed into a set of XML documents in order to perform 

the search. XML documents have not only textual information, but also contain information about the logical 

structure of the documents. The logical structure in fact is a tree-like structure that is encrypted by the XML 

labels. In XML retrieval, elements and components of document are retrieved, not the whole document. 

Content-based retrieval of XML documents over the past few years has been the most highly regarded which 

mainly has emerged from the NEXI initiative design [1]. The aim of XML retrieval is restoring   related parts of 

an XML document that by exploiting the document structure can respond to users' needs [2]. Information 

retrieval systems are often inconsistent with relational databases. In XML retrieval, information needs of users 

determine as queries, includes key phrases and structured points. Structure, specifies XML elements tracks 

marked in the set from which system should restore the information [3]. In XML documents and texts, structure 
and content are separable [4]. An information retrieval system in response to a query returns a ranked list of 

documents. Then, user examine in the linear case each of them that are in a higher rank [5]. Since the numbers 

of XML components are generally high, it is necessary that users have systems to retrieve XML, so that 

components of content have became retrieved and reviewed. One approach could involve the use of 

summarization that is useful in interactive information retrieval. In interactive XML retrieval, a summary can 

connect by any one of its document parts which has returned via XML retrieval system [6]. 

II. THE STRUCTURE OF TEXTUAL INFORMATION 
Textual information based on the structure can be divided into three categories:  

2.1. Unstructured data:  unstructured data means raw text, which through of markings and syntactic labels are 

separated.  

2.2.  Structured data:  structured data is including data that are already defined. In structured data the user can 

find out exact and specified respond from their needs.  

2.3. Semi-structured data:  semi-structured data is between structured data and unstructured data and has 

stronger structure than unstructured data. We need to incorporate structured information in semi-structured data. 

 

 

 

ABSTRACT: 
Nowadays in the world of the Internet and the Web, great amounts of information in various forms and 

different subjects are available to users. The available information can be divided into three categories: 

structured, unstructured and semi-structured. Information retrieval systems traditionally retrieve 

information from unstructured text which is a text without marking up. XML retrieval is content-based 

retrieval of structured documents with XML. The aim of XML retrieval is restoring   related parts of an 

XML document that by exploiting the document structure can respond to users' needs. In this research 
we will examine the XML retrieval. Moreover, models, challenges and retrieve methods exactly are 

studied. 
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III. INEX 
INEX is an international association for the study of XML retrieval. Available approaches of XML retrieval for 

current structure in ranking and scoring elements are related to returning structures in memory and timing parameters. One 
approach only returns logical elements such as sections and paragraphs in the search results. Another approach allows users 
to specify their Structural preferences that consist of structural limitations [7]. INEX can be used in connection with the 
Xpath to retrieve the XML structural tracks based on what the user specifies in the  query. On the other hand,  by adding the 
function about ( ) expands its, which this function is used to filter components [8]. 

In INEX keywords are combined with structural adverbs. Thus, in response to a question, a ranked list of XML 
components presents that must contain the following conditions:  
 1. At least comprising one of the keywords.  
 2. Also has the considered adverbs [4]. 

3.1. Our track goals at INEX  

In  INEX any response is studied to a target. Different track goals are as follows [9]:  

 Adhoc Track  

 Language Processing 

 Interactive Track  

 Multimedia Track  

 Use Case Track  

 Entity Ranking  

 Book Search  
 Link The Wiki  

 Question Answering 

IV. CO AND CAS 
Users’ information needs at INEX are expressed in two ways, CAS and CO. CO approach, shows key 

phrases based on an approach that is typically used for retrieval information on the Internet. CAS approach, is 
used a combination of structural and textual marks. In recent years, much work has been done in connection 

with the CAS that as four sub- tasks was implemented in 2005:  

4.1.VVCAS: the target element and limitations of the support elements unclearly were studied.  

4.2. SVCAS: limitation of target element explicitly was examined but the limitation of support element is 

vaguely followed.  

4.3. VSCAS: target element and limitation of support element were considered vaguely but limitation of support 

element is explicitly followed.  

 4.4. SSCAS: Both limitations of the target element and support element are explicitly considered.  

If structural remarks are generated in information needs, in order to demonstrate these two marks, two vague or 

explicit methods are represented [10]. CAS questions can be solved by analyzing the INEX expressions and 

decide which indexes used in search. The fundamental ways in analysis CAS questions include the vector space 

model, DMMS and display XML documents by trees [11]. CO questions are suitable for ordinary users with 
limited programming skills, and users to achieve the desired information do not need to learn the combination of 

complex questions from before Xquery and Xpath [12].  

4.5. CAS questions are identified in three types:  
4.5.1. Routes based questions: route based questions are defined based on Xpath queries such as NEXI.  

 4.5.2. Clause based questions: clause-centric questions are usually developed from Xquery language.  

4.5.3. Parts based questions: sections based questions used XML for the retrieval of XML documents [13, 14]. 

V. COMRANK SYSTEM IN XML RETRIEVAL : 
ComRank system is an Intermediary Search system used for automatic ranking in XML retrieval systems [15]. 

ComRank system have used a free approach for Intermediary Search so that its results obtained from several 

systems , its main systems have high ranking ,furthermore its results are achieved from systems which compared  

with other systems have better  operation[16]. Comrank is  alike a voting system based on consensus [17]. 

 

VI. TREX: 
TREX  is an XML retrieval system that can use  of several summarized structures including the newly defined. TREX can 
itself manage great but small features, and thus accelerate the assessment of workload to the TOP-K questions .TREX has 

three methods of comprehensive retrieval, TA and integration. In TREX, summarized structure and reverse lists which are 
shown in the two tables are stored as the names of elements and sent lists. Evaluation of a NEXI query in the TREX is 
performed in the two ways of recovery and interpretation [18]. The TREX function in search engine TOPX is generalization 
of the markup function [19]. 
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VII. RE IN XML RETRIEVAL 
Relevant feedback is a technique that allows users to provide feedback on the initial search. The 

purpose of relevant feedback is that the user’s needs express more precisely. RF approaches are proposed to 

XML retrieval. These approaches by adding extracted words from whole texts and documents enrich questions 

[20]. In fact, it can be said that relevant feedback is employed to improve results accuracy including extract 

keywords from documents.  In RF, for ranking components from AQR algorithm, separate indexes for each 

component are created [22].  

VIII. EVALUATION OF XML RETRIEVAL 
Evaluation of XML retrieval is determined by the member coverage and subject relevance. Member coverage is 

defined as follow in four ways: 

8.1. Exact coverage (E): The principal subject of component is searching for information which components 

are also.  

8.2. Small coverage (S): The principal subject of component is searching for information, but components are 

not meaningful units of information.  

8.3. Large coverage (L): Seeking information on components is presented, but is not the main issue.  

8.4. No coverage (N): searching information is not the components subject.  

Also, the dimension of subject relevance has four levels which are as follow:  
-Highly relevance with the number 3 is specified.  

-Relatively relevance with the number 2 is specified.  

-Slightly relevance with the number 1 is specified.  

-No relevance with the number 0 is specified.  

 In subject relevance, components are judged in both dimensions and then judgment is combined in a letter - 

digits code. The composition of relevance coverage is specifying as follows: 

 

 

                Formula 1.the compositions of relevant c [23]. 

2S is a rather relevant part, i.e. it is so small. 2S component provides incomplete information, but answers the 
question trivially. 3E is a much related component that has much accurate coverage. An unrelated component 

cannot have precise coverage, so composition of 3N is impossible.  

The quantized Q function dose not imposes a dual selection of related / unrelated, and permits to categorize 

component as low relevance.  Some related Components for retrieval set of A are calculated as follows [23]. 

#(the retrieval relevant cases)=  

Formula 2. relevant components in retrieval set[23]. 

 

IX. CHALLENGES IN XML RETRIEVAL: 
Challenges in XML retrieval are proposed as follows:  

 parts of the document must be retrieved  

  parts of the document that should be indexed  

  nested element 
  statistical terms  

 heterogeneity model 

 

9.1. Parts of the document must be retrieved  
XML retrieval should return the following:  

 parts of documents or XML elements  

 All documents not return  
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Existing solutions to this challenge is to retrieve documents in a structured way which in fact a system should 

retrieve the certain part of a document.  

 

9.1. parts of the document that should be indexed  
This challenge in the unstructured retrieval, usually is straight, but in structured retrieval has four 

approaches including of total to detail, of detail to total ,indexing all elements, and  lack of interaction in 

Pseudo-documents . Approach of total to detail is a two-step process that begins with the largest element as a 

indexing unit, leading to find sub-elements from each element. In this method relevance of a larger element is 

not necessarily a good predictor of the sub-elements contained in it. The method of detail to total, by 

considering all of the leaves select the most relevant leaves and expand them into larger units. The approach of 

indexing all elements, is the most strict approach. In approach of  lacking interaction in Pseudo-documents, 

documents may be meaningless to the user since the units are not contiguous. 

9.3. Nested Elements  

In this challenge all elements that are small and are not relative leave aside and we keep the elemans which are 

useful for result.  

9.4. Statistical Terms  

This challenge has problem in distribution and can be trusted to estimate the frequency distribution of the 

documents. Calculating the idf term is available solution for the pair of XML documents.  

9.5. Heterogeneity Model  

It is in two ways of ideal and similar elements in different patterns. In Ideal case, only one model is needed that 

this model be realized for user. Similar elements are determined in different patterns fall into two different 

names and different elements in the structure.  

X. INDEXING OF XML RETRIEVAL 
Several indexing strategies for XML retrieval have been developed as follows:  

 Element-based indexing: allow to each element which based on direct text and generation text, 

indexing is done. The indexing has one major drawback. Text that appears at the n th logical structure of XML, 

n-order indexing, thus requiring more index space [24, 25]. 
 Only indexing leaf: only allow indexing leaves by the element or elements that are directly related to 

the leaves.  

  Expanse-axis indexing: text in one continuous element, is used to estimate a statistical expression [26].  

  Selective indexing: includes removal of small elements and selective element type.  

  Distributed indexing: separately for each type of element is created. Ranking model for each indicator 

separately runs and retrieves a list of ranked elements [22].  

XI. RANKING PATTERNS OF XML RETRIEVAL 
The ranking patterns are chosen based on indexing strategies and the specific mechanisms, such as 

expansion and density that at them only leaf elements, are listed. Most of ranking methods create a list of 

elements with limited or no structural constraints on the associated element in question are ranked. 

Distribution or publication of scores for ranking items based on the curve of the leaves is used [27]. 

Then scores are published upwards to the parent. Ranking model should be applied to each indicator separately 

and retrieve ranked lists of elements [28]. 

XII. XML RETRIEVAL MODELS 
12.1. Language model 

This model combine estimations based on  the whole text components and the compact expression 
components, as well as  for improving efficiency and recovery, use from appearance a component in document 

and main text, and duration of that way.  

Sigurbjornsson by using a language model, evaluated different indexing strategies and for retrieving 

elements created four indicators:  

 Indicator element with traditional  overlying elements.  

 Length based on the index, in which the elements of a length pre-set threshold crossed over and are just 

indexing.  

 Index based on Qrel, where elements specified by heading elements to indexing.  

 Section index, which also indexing other unoverying  pages based on structure [30]. 
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12.2. The vector space model (VSM) 

Vector space model is the best and most efficient information retrieval models for retrieving 

unstructured documents [31]. Example of the vector space model is relationship- building tree techniques where 
the set of document is considered as a tree and documents are under the tree. Question is also a tree, and instead 

of returning a ranked list of documents from the elements, a ranked list of documents returned [32]. 

A simple measure of the similarity of the Cq in route search and route of Cd in a document, is the CR 

similarity function: 

 

Formula 3.vector space model[32]. 

Where Cq and Cd are the number of the curves in the search path, and the document path respectively. 

The final score for a document is computed as a variable of the cosine measure that specifies by 

SIMNOMERGE, and be defined as follows: 

 
Formula 4.  Final score for document[32]. 

 

Where V non-structural terms, B the set of all fields of XML and weight  (q, t, c) and weight (d, t, c) are the 

weight of terms t in  XML field  to searching q and document d. 

 

12.3. Models based on okapi  

Let nE element, e = 1,2, ..., nE are the C set. El is the length of element and the avel  is the length of average 

element. Weight for query term j in document d in the collection c, e element is calculated by the following 
formula: 

 
Formula5.  Formula okapi[9]. 

Where  is equal to the frequency of query terms j in element e,   is the frequency of documents for query j 

and N specifies the number of documents [33].  

Okapi to calculate the retrieval rate for an element x in a query q using the following formula: 

 
Formula 6. Okapi for calculating the retrieval rate for an element[9]. 

Where: 

 
Where q is the length and  ef_j  is element frequency of the term j [34]. 

12.4. Logistic regression model 

The relevant probability in any document or document component is estimated according to a series of statistic 

in a set of document for a series of queries into a series of connected scales to statistics. 
The probability P (R | Q, C) to the log-odds of relevance LogO (R | Q, C) can be computed for any two events A 

and B is a deformation of simple probability P (A | B) / P (A '| B ) is as follows: 
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Formula 7. Logistic regression model[9]. 
 

 is the intercept term, bi coefficients statistics and Si is the S series. 

XIII. TREE MATCHING IN THE XML RETRIEVAL 
Many problems should be examined with retrieval systems in relation to the problem of tree matching 

and structured search. Documents may be very large in size and when the search is not selective, the response 

may be composed of many results.  

Xml document collection may include documents that are not specifically adapted to the structural 

search. Therefore, one of the key issues is how to choose the components that are approximately consistent with 

the limitations of search [35]. Tree matching algorithms are associated with the XML retrieval divided into two 

main sections. The first section covers the exact algorithms to find all patterns in a database XML. The second 

part describes and shows in detail approximation algorithm [36]. Branching pattern of the XML existing 
algorithms can be divided to the two-step algorithms of analysis approaches and one step algorithms of 

navigation approach. Evaluation of tree matching algorithms and approaches can be done in two ways for 

evaluating the performance and effectiveness. The exact tree matching approach is directly related to the 

efficiency while the approximate tree matching is more associated with effective [37]. 

 

XIV. CONCLUSION 
At first, information retrieval was a matter for medical professionals, law, and library science. Users 

who worked less in secret, and more were seeking to study in the domain, were limited few via the companies of 

static documents and linguistic tools. But by appearence the era of information and expand use of the Internet, 
an abrupt mutation of the users number is developed, in general leading to the importance of discipline. 

The World Wide Web and the Internet have brought to us a huge flood of data flow and aspects of life. 

So, unprecedented demand for efficient techniques to handle the enormous amounts of data is available. 

Nowadays querying the data and extracting relevant documents, is not enough. Users want to focus more on 

certain information even the smallest details that are irrelevant. XML that is seemed as semi-structured data, a 

potential candidate to meet these requirements. 

This study is summarized on recent efforts in the field of XML retrieval. Also, the database community 

presents methods based on the use of traditional database techniques to XML data. Topics of interest include 

query languages such as SQL and referential data integrity problems. On the other hand, the IR community 

applies IR standard techniques with some variations to Centralized retrieval on the level of element. Despite 

some similarities with unstructured text, XML requires special attention, an aspect of determining relationship 

between the elements of the user's query and methods for its evaluation. 
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I. INTRODUCTION  
Cloud computing provides its customers an economical and convenient anything as a service model, known also 

as usage-based pricing [3]. Cloud customers pay only for what they actually use resources, storage, and band-
width, according to their changing needs, utilizing the cloud’s scalable and elastic computational capabilities.  

data transfer costs i.e., bandwidth is an important problem when trying to reduce costs [3]. Consequently, cloud 

customers, applying a careful use of the cloud’s resources, are motivated to use various traffic reduction 

techniques, in particular traffic redundancy for reducing bandwidth costs. 

 

Traffic redundancy stems from common end-users’ activities, such as repeatedly accessing, downloading, 

uploading (i.e., backup), distributing, and modifying the same or similar information items (documents, data, 

Web, and video). traffic redundancy elimination is used to eliminate the transmission of redundant content and, 

there-fore, to significantly reduce the network cost. In most common traffic redundancy elimination solutions, 

both the sender and the receiver examine and compare signatures of data packets, parsed according to the data 

content, prior to their transmission. When redundant packets are detected, the sender replaces the transmission 
of each redundant packet with its strong signature [3–5]. Commercial traffic redundancy elimination solutions 

are popular at enterprise networks, and involve the deployment of two or more proprietary- protocol, state 

synchronized middle-boxes at both the intranet entry points of data centers and branch offices, eliminating 

repetitive traffic between them  

In this paper, we are presenting a novel receiver-based end-to-end traffic redundancy elimination 

solution that depends on the strenght of predictions to eliminate redundant traffic between the cloud and its end-

users. In this solution, each receiver observes the incoming traffic redundancy elimination and tries to match its 

packets with a previously received packet chain or a packet chain of a local file. Using the long- term packets’ 

meta-data information kept locally, the receiver sends to the server predictions that include packets’ signatures 

and easy-to-verify hints of the sender’s future data. The sender first examines the hint and performs the traffic 

redundancy elimination operation only on a hint- match. The purpose of this procedure is to avoid the expensive 

traffic redundancy elimination computation at the sender side in the absence of traffic redundancy. When 
redundancy is identified, the sender then sends to the receiver only the ACKs to the predictions, instead of 

sending the data. 

ABSTRACT:  
In this paper, we present AACK (Anticipating ACKs), a novel end-to-end traffic redundancy 
elimination (TRE) system, designed for cloud computing customers. Cloud-based traffic redundancy 

elimination needs to apply a judicious use of cloud resources so that the bandwidth cost reducing is 

combined with the additional bandwidth cost of traffic redundancy elimination computation and 

storage would be reduced. AACK’s main advantage is its capability of offloading the cloud- server 

traffic redundancy elimination effort to end-clients, thus minimizing the processing costs induced by 

the traffic redundancy elimination algorithm. Unlike previous solutions, AACK does not require the 

server to continuously maintain clients’ status. This makes AACK very suitable for pervasive 

computation environments that combine client mobility and server migration to maintain cloud 

elasticity. AACK is based on a novel traffic redundancy elimination technique, which allows the client 

to use newly received packets to identify previously received packet chains, which in turn can be used 

as reliable predictors to future transmitted packets. We present a fully functional ACK 
implementation, transparent to all TCP-based applications and net-work devices. Finally, we analyze 

AACK benefits for cloud users, using traffic traces from various sources. 
 

Keywords:  Anticipating ACKs, AACK, Traffic Redundancy Elimination, TCP, TRE 
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II. RELATED WORK 
Several traffic redundancy elimination techniques have been explored in recent years. A protocol -

independent traffic redundancy elimination was proposed in [4]. The paper describes a AACKet-level traffic 

redundancy elimination, utilizing the algorithms presented in [3]. 

 

Several commercial traffic redundancy elimination solutions described in [6] and [7] have combined 

the sender-based traffic redundancy elimination ideas of [4] with the algorithmic and implementation approach 

of [5] along with protocol specific optimizations for middle- boxes solutions. In particular, [6] describes how to 

get away with three-way handshake between the sender and the receiver if a full state synchronization is 

maintained. 

 

III. AACK ALGORITHM 
For the sake of clarity, we first describe the basic receiver-driven operation of the AACK protocol. 

Several enhancements and optimizations are introduced in below sections. 

 

A. Receiver Packet Store 
AACK uses a new chains scheme, described in Fig. 1, in which packets are linked to other packets 

according to their last received order. The AACK receiver maintains a packet store, which is a large size cache 

of packets and their associated metadata. Packet’s metadata includes the packet’s signature and a (single) 

pointer to the successive packet in the last received traffic redundancy elimination containing this packet. 

Caching and indexing techniques are employed to efficiently maintain and retrieve the stored packets, their 
signatures, and the chains formed by traversing the packet pointers. 

 

B. Receiver Algorithm 
Upon the arrival of new data, the receiver computes the respective signature for each packet and looks 

for a match in its local packet store. If the packet’s signature is found, the receiver determines whether it is a 

part of a formerly received chain, using the packets’ metadata. If affirmative, the receiver sends a prediction to 

the sender for several next expected chain packets. The prediction carries a starting point in the bytes traffic 

redundancy elimination (i.e., offset) and the identity of several subsequent packets (PRED command).

 

Proc. 1: Receiver Segment Processing 2 if segment carries payload data then 3 

calculate packet 
 

4 if reached packet boundary then 

5 activate predAttempt () 

6 end if 

7 else if PRED-ACK segment then 

8 processPredAck () 

9 activate predAttempt () 

10 end if 

Proc. 2: predAttempt () 

8 if received packet matches one in packet store then 9 if foundChain(packet) then 

10 prepare PREDs 

11 send single TCP ACK with PREDs according to Options free space 
12 exit  

13 end if  

14 else  

15 store packet  

16 link packet to current chain  

17 end if  

18 send TCP ACK only  

 

Proc. 3: processPredAck() for all offset  PRED-ACK do read data from packet 

store put data in TCP input buffer end for 
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Fig. 1: From S-traffic redundancy elimination to Chain 

 

C. Sender Algorithm 
When a sender receives a PRED message from the receiver, it tries to match the received predictions to 

its buffered (yet to be sent) data. For each prediction, the sender determines the corresponding TCP sequence 

range and verifies the hint. Upon a hint match, the sender calculates the more computationally intensive SHA- 1 

signature for the predicted data range and compares the result to the signature received in the PRED message. 

Note that in case the hint does not match, a computationally expansive operation is saved. If the two SHA-1 

signatures match, the sender can safely assume that the receiver’s prediction is correct. In this case, it replaces 

the corresponding outgoing buffered data with a PRED-ACK message. 
 

D. Wire Protocol 
In order to conform with existing firewalls and minimize overheads, we use the TCP Options field to 

carry the AACK wire protocol. It is clear that AACK can also be implemented above the TCP level while using 

similar message types and control fields. 

 

IV. OPTIMIZATIONS 
For the sake of clarity, Section III presents the most basic version of the AACK protocol. In this 

section, we describe additional options and optimizations. 
 

A. Adaptive Receiver Virtual Window 

 

AACK enables the receiver to locally obtain the sender’s data when a local copy is available, thus 

eliminating the need to send this data through the network. We term the receiver’s fetching of such local data as 

the reception of virtual data. 

 

Proc. 4: predAttemptAdaptive()—obsoletes Proc. 2 

 

1. {new code for Adaptive}  

2. if received packet overlaps recently sent prediction then  
3. if received packet matches the prediction then  

4. predSizeExponent()  

5. else  

6. predSizeReset()  

7. end if  

8. end if  

9. if received packet matches one in signature cache then  

10. if foundChain(packet) then  

11. {new code for Adaptive}  

12. prepare PREDs according to predSize  

13. send TCP ACKs with all PREDs  

14. exit  
15. end if  
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16. else  

17. store packet  

18. append packet to current chain  
19. end if  

20. send TCP ACK only  

 

B. Cloud Server as a Receiver 
In a growing traffic redundancy elimination, cloud storage is becoming a dominant player [13-14]—

from backup and sharing services [5] to the American National Library [6], and e -mail services [7-8]. In many 

of these services, the cloud is often the receiver of the data. 

 

C. Hybrid Approach 
AACK’s receiver-based mode is less efficient if changes in the data are scattered. In this case, the 

prediction sequences are frequently interrupted, which, in turn, forces the sender to revert to raw data 
transmission until a new match is found at the receiver and reported back to the sender. To that end, we present 

the AACK hybrid mode of operation, described in Proc. 6 and Proc. 7. When AACK recognizes a pattern of 

dispersed changes, it may select to trigger a sender-driven approach in the spirit of [4], [6-7], and [12]. 

 

V. MOTIVATING A RECEIVER-BASED APPROACH. 
The objective of this section is twofold: evaluating the potential data redundancy for several 

applications that are likely to reside in a cloud, and to estimate the AACK performance and cloud costs of the 

redundancy elimination process. 

 
Our evaluations are conducted using: 1) video traces captured at a major ISP; 2) traffic obtained from a 

popular social network service; and 3) genuine data sets of real -life workloads. In this section, we relate to an 

average packet size of 8 KB, although our algorithm allows each client to use a different packet size. 

 

VI. IMPLEMENTATION 
In this section, we present AACK implementation, its performance analysis, and the projected server 

costs derived from the implementation experiments. 

 

Our implementation contains over 25 000 lines of C and Java code. It runs on Linux with Net filter Queue 
[3].The AACK implementation architecture. At the server side, we use an Intel Core 2 Duo 3 GHz, 2 GB of 

RAM, and a WD1600AAJS SATA drive desktop. The clients laptop machines are based on an Intel Core 2 Duo 

2.8 GHz, 3.5 GB of RAM, and a WD2500BJKT SATA drive. 

 

A. Server Operational Cost 
We measured the server performance and cost as a function of the data redundancy level in order to 

capture the effect of the TRAFFIC REDUNDANCY ELIMINATION mechanisms in real environment. To 

isolate the TRAFFIC REDUNDANCY ELIMINATION operational cost, we measured the server’s traffic 

volume and CPU utilization at maximal throughput without operating a TRAFFIC REDUNDANCY 

ELIMINATION. We then used these numbers as a reference cost, based on present Amazon EC2 [9] pricing. 

The server operational cost is com-posed of both the network traffic volume and the CPU utilization, as derived 

from the EC2 pricing. 
 

B. AACK Impact on the Client CPU 
To evaluate the CPU effort imposed by AACK on a client, we measured a random client under a 

scenario similar to the one used for measuring the server’s cost, only this time the cloud server traffic 

redundancy elimination videos at a rate of 9 Mb/s to each client. Such a speed throttling is very common in real-

time video servers that aim to provide all clients with stable bandwidth for smooth view. 

 

C. AACK Messages Format 
In our implementation, we use two currently unused TCP option codes, similar to the ones de fined in 

SACK [2]. The first one is an enabling option AACK permitted sent in a SYN segment to indicate that the 

AACK option can be used after the connection is established. The other one is a AACK message that may be 
sent over an established connection once permission has been granted by both parties. 
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VII. CONCLUSION 
Cloud computing is expected to trigger high demand for TRAFFIC REDUNDANCY ELIMINATION 

solutions as the amount of data exchanged between the cloud and its users is expected to dramatically increase. 

The cloud environment redefines the TRAFFIC REDUNDANCY ELIMINATION system requirements, 

making proprietary middle -box solutions inadequate. Consequently, there is a rising need for a TRAFFIC 

REDUNDANCY ELIMINATION solution that reduces the cloud’s operational cost while accounting for 

application latencies, user mobility, and cloud elasticity. 

 

In this paper, we have presented AACK, a receiver-based, cloud-friendly, end - to-end TRAFFIC 

REDUNDANCY ELIMINATION that is based on novel speculative principles that reduce latency and cloud 

operational cost. AACK does not require the server to continuously maintain clients’ status, thus enabling cloud 

elasticity and user mobility while preserving long -term redundancy. Moreover, AACK is capable of eliminating 
redundancy based on content arriving to the client from multiple servers without applying a three-way 

handshake. 

 

Our evaluation using a wide collection of content types shows that AACK meets the expected design 

goals and has clear advantages over sender -based TRAFFIC REDUNDANCY ELIMINATION, especially 

when the cloud computation cost and buffering requirements are important. More-over, AACK imposes 

additional effort on the sender only when redundancy is exploited, thus reducing the cloud overall cost. 

 

Two interesting future extensions can provide additional benefits to the AACK concept. First, our 

implementation maintains chains by keeping for any packet only the last observed sub-sequent packet in an 

LRU fashion. An interesting extension to this work is the statistical study of chains of packets that would enable 
multiple possibilities in both the packet order and the corresponding predictions. The system may also allow 

making more than one prediction at a time, and it is enough that one of them will be correct for successful traffic 

elimination. A second promising direction is the mode of operation optimization of the hybrid sender–receiver 

approach based on shared decisions de-rived from receiver’s power or server’s cost changes. 
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I. INTRODUCTION 
In modern days, securities have been precedence throughout the transmission of data in wireless 

network, be it through ad hoc, Wi-Fi or wireless sensor network (WSN). As of the reality of hacking and further 

malicious activities that happen now like any other common day-to-day routine. Due to the growth in 

technology, wireless networks are coming into reality as they’ve become more inexpensive and easily reachable 

through the off-the-shelf machinery. So they are some tools to interrupt these developments. While wireless 

networks are easy handier for the use of internet in the next to past and future, it is more weak to attacks than 

wired network.  
The broadly known authenticity about the wireless network is its easy accessibility and sharable nature 

of intermediate. This reality is together the in favor of and cheat when it comes to a wireless network i.e., it is 

very simple for the competitor to start an attack. This attack can be the disturbance of network functions and 

flooding the user and kernel buffers. It is termed as Denial of service attack or jamming, depending on whether 

one looks at the consequence or the cause of attack. A most common example of such an attack is while 

browsing the internet, the page that is to be unlocked is not catching loaded properly and the refresh push button 

is clicked a number of times than necessary. This is an example of jamming or the Denial of Service attack that 

is done accidentally. This attack can also be done purposely. For example, one can use a mobile device to send 

volume of SMS in hinterland. This is sufficient to block announcement among a few wireless nodes. 

In fact, it has happen to extra like a contest between the enemy to attack a network and the security 

experts to invent efficient techniques to block the attack. The networks have to be able of broadcast of data 
between the valid nodes irrelevant of the attack encouraged by the enemy. There must not be any intermission 

between the genuine users. Intimation about the presence of an attacker must be given to the top of the network. 

It is also not decently and with honesty accepted if the legitimate node/ user communicate with the attacker. On 

such times the node complicated in such a trick must be recognized and advised of any other ambiguous 

behavior in the network could cooperate both the network and the data. 

 
Our paper is organized as follows: In section II, we discuss the related theory about the jamming and 

various techniques. Section III comprises of the system design and proposed system. Section IV describes about 

the algorithms for Multivariate Correlation Analysis. Section V will conclude the paper. 

 

 

ABSTRACT 
This paper talked about the results of MCA on the Distributed DoS detection and suggests an example, a 

covariance analysis model for detecting SYN flooding attacks. The imitation end results show that this 

method is highly accurate in detecting malicious system traffic in Distributed DoS attacks of different 

forces. This technique can effectively distinguish between ordinary and attack traffic. To be sure, this 

technique can identify even very fine attacks only a little different from normal behaviors. The linear 
difficulty of the method makes its immediate detection practical. The covariance model in this document 

to some area verifies the effectiveness of multivariate correlation analysis (MCA) for Distributed DoS 

detection. Some open problem still exists in this model for further research. 
 

Key words: Wireless DoS, MCA, malicious node, jammer, learning patterns. 
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II. RELATED THEORY 
Denial of service attack is mainly done in categorize to block a node from receiving genuine data or to 

block the node entirely from another genuine node. This blocking is able to be done either with the data sent 

frequently or by sending radio signal indications or by some other means of transmission signal congestion. 
Manu authors who have discussed about the various congestion techniques and their detection and/ or 

prevention techniques. 

In [1], the authors have analyzed the different types of denial of service attacks and the shown issues 

due to the DoS attack in all networks. They have provided a number of intrusion detection methods in their 

survey and have mentioned that there must be system implementation to avoid real world opponent. In all of the 

congestion techniques and the detection algorithms, throughput is 0 which successfully reduces the performance 

of the network. 

In [2], the authors have detailed about the selective congestion where the opponent chooses the data to 

squeeze preferentially a high priority data when it concerns protection and privacy. They do so by performing 

packet classification at the physical layer. The authors have appraised the property of packet hiding by 

measuring the effective throughput of the 

TCP connection in the following states: 

1. No packet hiding (N.H.). 

2. MAC-layer encryption with a static key (M.E). 

3. SHCS (C.S.). 

4. Time-lock CPHS (T.P.). 

5.  Hash-based CPHS (H.P.). 

6.  Linear AONT-HS (L.T.). 

7. AONT-HS based on the package transform. 

In [3], data forwarding without any delay in the defending congestion in a wireless sensor network is 

proposed. This offer consists of sensor nodes as clusters used for a exacting frequency rate. Now when a 

frequency rate where data promoting occurs is blocked, the cluster of sensor nodes in to frequency turn into 

inoperative and the other clusters act as backup. 

[4] Discusses the system of game theory. This Game theory method offers powerful tools to form and 

evaluate such attacks. This technique talked about a class of such congestion games played at the MAC layer 

among a set of transmitters and squeezers. The stability strategies ensuing from these congestion games 

characterize the expected performance under DoS attacks and motivate robust network protocol design for 
secure wireless communications. A key characteristic of the distributed wireless access networks is that users do 

not have complete information regarding the other user's character, the traffic lively, the control channel 

characteristics, or the rates and rewards of other clients. 

 

The whole detection process consists of three major steps as shown in Fig. 1. Step 1: The basic features 

are generated from ingress network traffic to the internal network where protected servers reside in and are used 

to form traffic records for a well-defined time period. Observing and analyzing at the destination network 

diminish the overhead of detecting cruel activities by concentrating only on related inbounded traffic. This as 

well allows our detector to give protection which is the best fit for the targeted internal network because 

legitimate traffic profiles used by the detectors are developed for a smaller number of network services. Step 2: 

Multivariate Correlation Analysis, in which the “Triangle Area Map Generation” module is applied to extract 
the correlations between two distinct features within each traffic record coming from the first step or the traffic 

record normalized by the “Feature Normalization” module in this step (Step 2). The occurrence of network 

intrusions cause changes to these correlations so that the changes can be used as indicators to identify the 

intrusive activities. All the removed relationships, that is to say triangle areas lay up in Triangle Area Maps 

(TAMs), are then used to replace the original 

 

Basic features or the standardized features to represent the traffic report. This provides higher 

discriminative information to differentiate between legitimate and illegal traffic reports. Our MCA method and 

the quality normalization technique are explained in Sections 3 and 5 respectively. Step 3: The anomaly-based 

detection mechanism is adopted in result creation. It makes easy the detection of any DoS attacks without 

requiring any attack related knowledge. Also, the manual attack analysis and the frequent update of the attack 

signature database in the case of misuse-based detection are avoided. Meanwhile, the mechanism enhances the 
robustness of the proposed detectors and makes them harder to be evaded because attackers need to generate 

attacks that match the normal traffic profiles built by a specific detection algorithm. This, however, is a manual 

task and needs expertise in the targeted detection algorithm. Particularly, two phases (i.e., the “Training Phase” 
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and the “Test Phase”) are involved in Decision Making. The “Normal Profile Generation” module is operated in 

the “Training Phase” to generate profiles for various types of legitimate traffic records, and the generated 

normal profiles are stored in a database. The “Tested Profile Generation” module is used in the “Test Phase” to 

build profiles for individual observed traffic documentation. Next, the tested profiles are passed over to the 

“Attack Detection” section, which evaluates the individual tested profiles with the own stored normal profiles. A 

threshold-based classifier is employed in the “Attack Detection” section module to distinguish DoS attacks from 

legitimate traffic. 
 

III. MULTIVARIATE CORRELATION ANALYSIS 
DoS attack traffic behaves differently from the legitimate network traffic and the behavior of network 

traffic is reflected by its geometric assets. To well describe these statistical properties, here a novel Multivariate 

Correlation Analysis (MCA) moves toward in this section. This MCA approach use triangle area for remove the 

correlative data between the features within an observed data object (i.e., a traffic record). 

 

 
Figure 1: SYSTEM ARCHITECTURE 

 

IV. DETECTION MECHANISM 
In this section, we present a threshold-based on anomaly detector, whose regular profiles are produced using 

purely legal network traffic records and utilized for future comparisons with new incoming investigated traffic report. The 
difference between a fresh arriving traffic record and the individual normal outline is examined by the planned detector. If 
the difference is greater than a pre-determined threshold, then the traffic record is colored as an attack. If not, it is marked as 

a legal traffic record. Clearly, normal profiles and threshold points have direct power on the performance of a threshold-
based detector. A low down quality normal shape origins an mistaken characterization to legitimate network traffic. Thus, 
we first apply the proposed triangle area- based MCA approach to analyze legitimate network traffic, and the created TAMs 
be then used to supply quality features for normal profile generation. 

4.1 Normal Profile Generation 

Assume there is a set of g legitimate training traffic records Xnormal = {Xnormal1, Xnormal2, · · · , 

Xnormalg}.The triangle-area-based MCA approach is applied to examine the records. The produced lesser 
triangles of the TAMs of the set of g legitimate training traffic records are denoted by Xnormal TAMlower 

={TAMnormal,1lower , TAMnormal,2lower , · · 

· , TAMnormal,glower }. 

 
Mahalanobis Distance (MD) is adopted to measure the dissimilarity between traffic proceedings. This is for the 

reason that MD has been successfully and widely used in cluster studies, categorization and multivariate outlier detection 
techniques. Unlike Euclidean distance and Manhattan distance, it assesses distance linking two multivariate information 

objects by taking the correlations between variables into account and removing the dependency on the scale of measurement 
during the calculation. 

 

4.2 Threshold Selection 

The threshold point is used to distinguish attack traffic from the legal one. 
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Threshold = μ + σ ∗  α. (16) 

For a normal distribution, α is usually ranged from 1 - 3. This means that detection decision can be 

made with a certain level of confidence varying from 68% to 99.7% in association with the selection of different 

values of α. Thus, if the MD between an observed traffic record Xobserved and the respective normal profile is 

greater than the threshold point value, then it will be measured as an attack. 

 

4.3 Attack Detection 
To detect DoS attacks, the lower triangle (TAMobservedlower ) of the TAM of an observed record 

needs to be generated using the proposed triangle-area-based MCA move toward. Next, the MD among the 

TAMobserved lower and the TAMnormal lower stored in the respective pre-generated normal profile Pro is 

computed. The detailed detection algorithm is shown in Fig. 2. 

Require: Observed traffic record Xobserved, normal profile 

Pro : (N(μ, σ2), TAMnormal 

lower , Cov) and parameter 

α 

1: Generate TAMobserved 

lower for the observed traffic 

record xobserved 
2: MDobserved ← MD(TAMobserved 

lower ,TAMnormal lower ) 

3: if (μ − σ ∗  α) ≤ MDobserved ≤ (μ + σ ∗  α) then 

4: return Normal 

5: else 

6: return Attack 

7: end if 

Fig. 2. Algorithm for attack detection based on Mahalanobis distance. 

 

V. V EVALUATION OF THE MCA-BASED DOS ATTACK DETECTION SYSTEM 
The estimate of our projected DoS attack detection system is conducted using KDD Cup 99 dataset [17]. Despite 

the dataset is criticised for redundant records that prevent algorithms from learning infrequent harmful  records [21], it is the 
only publicly available labeled benchmark dataset, and it has been widely used in the domain of intrusion detection research. 
Testing our approach on KDD Cup 99 dataset contributes a convincing evaluation and makes the comparisons with other 
state-of-the-art techniques equitable. Additionally, our detection system innately withstands the negative impact introduced 
by the dataset because its profiles are built purely based on legitimate network traffic. Thus, our system is not affected by the 
redundant records.  During the evaluation, the 10 percent labeled data of KDD Cup 99 dataset is worn, here we have three 
types of legitimate traffic (TCP, UDP and ICMP traffic) and six different types of DoS attacks (Teardrop, Smurf, Pod, 
Neptune, Land and Back attacks) are available. All of these records are first filtered and then are further grouped into seven 
clusters according to their labels (see Table 9 in Appendix 4 in the supplemental file to this paper for details). 

The general evaluation procedure is in depth as follows. 
 First, the proposed triangle-area-based MCA approach is assessed for its capability of network traffic 

characterization. Second, a 10-fold cross-validation is conducted to evaluate the detection performance of the proposed 
MCA-based detection system, and the entire filtered data subset is used in this assignment. In the training stage, we utilize 

only the Normal records. Normal profiles are built with respect to the different types of legitimate traffic using the algorithm 
presented in Fig. 2. The corresponding thresholds are determined according to (16) given the parameter α varying from 1 to 
3 with an addition of 0.5. In the test phase, together the Normal records and the attack records are taken into account. As 
given in Fig. 3, the observed samples are examined against the respective normal profiles which are built based on the 
legitimate traffic records carried using the same type of Transport layer procedure. Third, four metrics, namely True 
Negative Rate (TNR), Detection Rate (DR), False Positive Rate (FPR) and Accuracy (i.e. the proportion of the overall 
samples which are classified correctly), are used to evaluate the proposed MCA-based detection system. To be a good 
candidate, our proposed detection system is required to achieve a high detection accuracy. 

 

5.1 Problems with the Current System and Solution 
Even though the detection system reaches a moderate overall detection performance in the above evaluation, we 

want to explore the causes of degradation in detecting the Land, Teardrop and Neptune attacks. 
Our analysis shows that the problems come from the data used in the evaluation, where the basic features in the 

non-normalized original data are in different scales. Therefore, even though our triangle-area-based MCA approach is 
promising in characterization and clearly reveals the patterns of the various types of traffic report, our detector is silent 
ineffective in various of the attacks. For instance, the Land, Teardrop and Neptune attacks whose patterns are different than 
the patterns of the legitimate traffic. However, the level of the dissimilarity between these attacks and the respective normal 
profiles are close to that between the legitimate traffic and the respective normal profiles. Moreover, the changes appearing 

in some other more important features with much smaller ideals can only just take effect in unique the DoS attack traffic 
from the legal traffic, since the overall variation is subject by the features with large values. Nevertheless, the non-
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normalized original data have zero values in several of the features (both the important and the less important features), and 
they confuse our MCA and make many new generated features  equal to zeros. This vitally degrades the discriminative 
power of the new feature set (TA lower), which is not supposed to happen. Apparently, an appropriate data normalization 
technique should be employed to eliminate the bias. We adopt the statistical normalization technique [20] to this work. The 

statistical normalization takes both the mean scale of attribute values and their statistical distribution into description. It 
exchanges data derived from any normal allocation into standard normal distribution, inside which 99.9% samples of the 
attribute are scaled into [-3, 3]. In addition, statistical normalization has been proven improving detection performance of 
distance-based classifiers and outperforming other normalization methods, such as mean range [0, 1], ordinal normalization 
etc  

 

VI. CONCLUSION AND FUTURE WORK 
This paper has presented a MCA-based DoS attack detection system which is powered by the triangle-area based 

MCA technique and the anomaly-based detection technique. The former technique extracts the geometrical correlations 
hidden in individual pairs of two distinct features within each network traffic record, and offers more accurate 
characterization for network traffic behaviors. The latter technique facilitates our system to be able to distinguish both 
known and unknown DoS attacks from legitimate network traffic. 

Evaluation has been conducted using KDD Cup 99 dataset to verify the effectiveness and performance of the 
proposed DoS attack detection system. The influence of original (non-normalized) and normalized data has been studied in 

the paper. The results have revealed that when working with non-normalized data, our detection system achieves maximum 
95.20% detection accuracy although it does not work well in identifying Land, Neptune and Teardrop attack records. The 
problem, however, can be solved by utilizing statistical normalization technique  to eliminate the bias from the data. The 
results of evaluating with the normalized data have shown a more encouraging detection accuracy of 99.95% and nearly 
100.00% DRs for the various DoS attacks. Besides, the comparison result has proven that our detection system outperforms 
two state-of-the-art approaches in terms of detection accuracy. In addition, the computational complexity and the time cost 
of the proposed detection system have been analyzed and shown in Section 6. The proposed system realizes equal or better 
performance in comparison with the two state-of-the-art approaches. To be part of the future work, we will further test our 

DoS attack detection system using actual world data and spend more sophisticated arrangement performances to further 
alleviate the false positive rate. 
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I. INTRODUCTION 

Ad hoc networks do not require any previous groundwork and rely on dynamic multihop topologies for 
passage forwarding. Sensing, Internet access to deprived communities, and disaster recovering are called as the 

distributed applications. To makes these several applications it requires centralized administration. An essential 

issue of ad hoc networks is the frequent network partitions. Frequent partitions, caused by node mobility, fading 

channels [1], and joining nodes and leaving nodes in the network, can interrupt the distributed Network control. 

Because of the lack of servers in the network [2], Network initialization is the key challenge in Ad hoc Network. 

As other wireless networks, ad hoc nodes also need a unique network address to enable multihop 

routing and full connectivity. Address assignment is key challenging in ad hoc networks, due to the self-

organized nature of these situations. Centralized mechanisms, such as the Dynamic Host Configuration Protocol 

(DHCP) or the Network Address Translation (NAT), conflict with the distributed nature of ad hoc networks and 

do not address network detachment and integration. In this paper, we propose and analyze an efficient approach 

called Filter-based Addressing Protocol (FAP) [3]. The proposed protocol maintains a distributed database 

stored in filters containing the currently allocated addresses in a compressed manner.  We consider Sequence 
filter contains both Sequence filter and proposed filter, to design a FB protocol that assures both the univocal 

address configuration of the nodes joining the network and the detection of address conflict after merging 

detachment. In filter-based approach simplifies the univocal address allocation and the detection of address 

conflict because every node can easily check whether an address is already assigned or not. We also propose to 

use the hash  filter as a partition identifier,  to provide an important feature for an easy detection of network 

detachment. Hence, we introduce the filters to store the allocated addresses without sustaining in high storage 

transparency. The filters are distributed maintained by exchanging the hash of the filters between neighbors. 

This allows nodes to detect with a small control transparency neighbors using different filters, which could 

affect address conflict. Because of these reason, our proposed method as a robust addressing scheme because it 

guarantees that all nodes share the same allocated list. 

We compare FAP performance with the main address auto configuration proposals for ad hoc networks 
[4]–[6]. Analysis and simulation experiments show that FAP achieves low communication transparency and low 

latency, resolving all address conflict even in network partition merging events. These results are mainly 

associated to the use of filters because they reduce the number of tries to allocate an address to a combination 

node, as well as they reduce the number of false positives in the partition integration of events, when comparing 

to other proposals, which diminish message transparency.  

 

 

ABSTRACT 

Address assignment is a main challenge in ad hoc networks due to the lack of groundwork. Self-

determining addressing protocols require a distributed and automatic mechanism to avoid address 

collisions in a aggressive network with paling channels, usual partitions, and adding/deleting nodes. 
We propose and evaluate a lightweight protocol that configures mobile ad hoc nodes based on a shared 

address database stored in filters that decreases the control load and makes the proposal potent to 

packet losses and network partitions. We evaluate the achievement of our protocol, considering adding 

nodes, partition merging events, and network declaration. Simulation results show that our protocol 

resolves all the address collisions and also decreases the control traffic when compared to previously 

proposed protocols. 

 

Index Terms— FB, Ad hoc networks, computer based network management 
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II. RELATED WORK 
The lack of servers hinders the use of centralized addressing schemes in ad hoc networks. In simple 

disseminated addressing schemes, however, it is hard to shun duplicated addresses since a random choice of an 

address by each node would result in a high conflict probability, as established by the birthday paradox [7]. The 

IETF Zero conf working group proposes a hardware-based addressing scheme [8], which assigns an IPv6 

network address to a node based on the machine MAC address. however, if the number  of bits in the address 

suffix is smaller than number of bits in the MAC address, which is forever factual for IPv4 addresses, this key 

must be adjusted by hashing the MAC address to fit in the address suffix. Hashing the MAC address, though, is 

similar to a random address preference and does not guarantee a collision-free address allocation. 

 

 Address auto configuration proposals that do not store the list of allocated addresses are typically based 

on a distributed protocol called Duplicate Address Detection (DAD) [4]. In this protocol, every joining node 
randomly chooses an address and floods the network with an Address Request message (AREQ) for a number of 

times to guarantee that all nodes receive the new allocated IP address. If the arbitrarily selected address is 

already allocated to another node, this node advertises the replica to the joining node sending an Address Reply 

message (AREP). When the joining node receives an AREP, it arbitrarily selects another address and repeats the 

overflowing process. Otherwise, it allocates the selected address. This proposal, nevertheless, does not take into 

account network divisions and is not suitable for ad hoc networks.  

A few extensions to the Duplicate Address Detection (DAD) protocol use Hello messages and partition 

identifiers to handle network partitions [5], [9]. These identifiers are random numbers that identify each network 

partition. A collection of nodes modifies its partition identifier whenever it identifies a partition or when 

partitions merge. Fan and Subramanian propose a protocol based on DAD to solve address collisions in the 

presence of network integration of events. This protocol thinks that two partitions are merging when a node 
receives a Hello message with a partition identifier different from its own identifier or when the neighbor set of 

any node changes [5]. 

 

Other proposals use routing information to work around the addressing problem. Weak DAD [10], for 

instance, routes packets correctly even if there is an address conflict. In this protocol, every node is recognized 

by its address and a key. DAD is executed on the single-hop region, and collisions with the other nodes are 

identified by information from the steering protocol. If several nodes select the same address and key, 

nevertheless, the address conflict is not detected. Likewise, Weak DAD depends on modifying the routing 

protocols. 

 

Other more complex protocols were proposed to improve the performance of network merging 

detection and address reallocation [6], [11]. In these protocols, nodes store additional data structures to run the 
addressing protocol. MANET conf [6] is a stateful protocol based on the concepts of mutual exclusion of the 

Ricart–Agrawala exclusion algorithm. In that the protocol, nodes store two field of address lists: the Allocated 

list and the assigned Pending list. A combination node asks for an address to a neighbor, which be converted 

into a leader in the address allocation procedure. The leader decides an available address, accumulates it on the 

Allocated Pending list, and floods the network. If all MANET conf nodes accept the allocation request and 

positively answer to the leader, followed by the leader report to the allocated address to the joining node, 

progress the distributed address to the assigned list, and floods the network again to authenticate the address 

allocation. After accept this message, each node moves the address from the distributed Pending list to 

Allocated list. MANET conf handles address reallocation; however network division detection depends on 

interrupted flooding. Hence this protocol acquires in a high control overhead. 

 
Another stateful protocol is the Dynamic Address assignment Protocol (DAP) in mobile ad hoc 

networks [11], which is based on presented-address sets, Hello communication, and partition identifiers. In 

DAP; a node subdivides its available address set with a joining node whenever it is argued for an address by the 

fusion node. As node has a vacant address set, it rises for an address set reallocation. This reallocation and the 

recognition to give address is not being used any longer can foundation a high control load in the network, 

Based on how the addresses are circulated between nodes. DAP involves the use of DAD in integration events 

not only for the distributed addresses; however available address list stored in every node, improves the control 

load. 

 

Prophet [12] allocates addresses based on a pseudo-random function through high entropy. The original 

node in the network, identified as prophet, selects seed for arbitrary sequence and assigns addresses to any 

joining node that contacts it. The combination of nodes starts to allocate addresses to other nodes from different 
points of the arbitrary sequence, building an address assignment tree. Prophet does not overflow the network 
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and, the arbitrary consequence, generates a low control load. The protocol, however, requires an address range 

much larger than the previous protocols to support the same number of nodes in the group of network. Likewise, 

it is based on the feature of the pseudo-random generator to evade duplicated addresses. Hence, it needs DAD 
mechanism, to detect duplicated addresses, which enhances the protocol intricacy and eliminates the advantage 

of a low control message transparency. 

Our proposal aims to reduce the control load and to improve partition merging detections without 

requiring high storage capability. These intentions are achieved through small filters and an accurate dispersed 

mechanism to update the states in nodes. Moreover, we propose the use of the filter signature (i.e., a hash of the 

filter) as a partition identifier in preference to random numbers. The filter signature signifies the set of all the 

nodes within the partition. Consequently, if the set of allocated addresses changes, the filter signature also will 

change. Essentially, when using random numbers to identify the partition in preference to hash of the pass 

through a filter, the identifier does not change with the set of assigned addresses. Hence, filter signatures 

increases the capability to detect and merge partitions. 

III. FAP 
The proposed protocol aims to dynamically auto configure network addresses determine collisions with 

a low control load, yet in joining or merging events. To achieve these objectives, FAP uses a distributed 

compact filter to signify the current set of distributed addresses. This filter is present at every node to abridge 

frequent node joining events and reduce the control transparency essential to solve address collisions intrinsic in 

random obligations. Furthermore, we propose the filter signature, which is the hash of the address filter, as a 

partition identifier. The address filter signature is an significant feature for easily identifying network merging 
events, in which address collision may occur. FAP uses two different filters, depending on the scenario: the 

Bloom filter, which is support on hash functions, and the Sequence filter, which reduces data based on the 

address sequence.  

 

A. Bloom Filters 

The Bloom filter is a compact data structure used on distributed applications [13], [14]. The Bloom 

filter is composed of an -bit vector that represents a set A= {a1, a2, a3…….. an } collection of elements. This  

elements are inserted into the filter  which is through a set of independent hash functions, h1 , h2 , h3, …… hk , 

whose outputs are uniformly distributed over the m bits 

 

Pfp = (1-p0)
k           (1) 

 

B. Sequence Filters 

The other filter structure that we propose is called Sequence filter, and it stores and compress the 

addresses based on the sequence of addresses. This filter is produced by the concatenation of the first address of 

the address sequence, which we call primary element , with an -bit vector, where is the address range size. In 

this filter, each address suffix is represented by one bit, indicate to give the distance between the initial element 

suffix and the current element suffix .If a bit is in 1, then the address with the given suffix is considered as 

inserted into the filter; if not, the bit in 0 indicates that the address does not go to the filter. Consequently, there 

are neither false positives nor false negatives in the Sequence filter since each available address is 

deterministically represented by its relevant bit.  

C. Procedures of FAP 

1) Network Initialization: The network initialization procedure deals with the auto configuration of the primary 

set of nodes. Two different circumstances can happen at the initialization: the joining nodes appear one after the 

other with a long sufficient interval among them, called gradual initialization, or all the nodes appear at the same 

time, called abrupt initialization. Most protocols assume the gradual scenario with a large time interval between 

the arrival of the first and the second joining nodes. If all nodes join the network approximately at the equivalent 

time, each partition will choose a different partition identifier. This triggers many partition merging procedures 

concurrently, which creates a high control  load and it cause inconsistency in the address  assignment procedure, 

generating address conflicts. We dispute that address allocation protocols must operate lacking any restriction to 
the way the nodes join the network. Our FB proposal fits well for both gradual and rapid initialization scenarios, 

called  Hello and AREQ messages, shown in Fig. 3(a) and (b). The Hello message is used by a node to advertise 

its current association status as division of identifier. The AREQ message is used to broadcast that the existing 

address is now allocated. Each AREQ has an unique number, which is used to differentiate AREQ messages 

produced by different nodes, but with the similar address. 
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In FAP, a node trying to join the network listens to the medium for a period . If the node does not 

receive a Hello message within this period TL, then it starts the network, acting as the initiator node. An initiator 

node may start the network only, or with other originator nodes. or else, if the node receives a Hello message, 
then the network previously survives and the node acts as a joining node.  An initiator node randomly selects an 

address, assuming the address range defined by the bits of the network prefix, constructs an empty address filter, 

and initiates the network initialization phase. In this phase, the node floods the network NF times with AREQ 

messages to improve the possibility that all originator nodes receive the AREQ message. If there are other 

initiator nodes, they also send their AREQ NF times, promoting their randomly selected addresses. After waiting 

a period TW without listening to AREQs from other orginator nodes, suppose if they exist, the node disappear 

the initialization phase and introduce on the address filter all the available addresses accepted with AREQs. 

After  the node begin to send Hello messages through the address filter signature, which is a hash of the filter. 

This signature recognize the network and is used to detect partitions, if they occur. If the initiator node receives 

any AREQ with the similar address that it has selected, however with a different identifier number, which means 

that there is an address conflict, the node waits for a period TC and then selects another existing address and pass 
another AREQ. During the period , TC  the node receives more AREQs with other already allocated addresses. 

Therefore, after TC, the node knows a more complete list of distributed address, which reduces the probability of 

selecting used address. Therefore, the periods TC reduce the probability of address conflicts and, accordingly, 

decrease the network control load. 

After the initialization  of FAP, all initiator nodes have seleted a unique address due to the arbitrary 

address choice and the substantiation using AREQ messages with identifier numbers. Moreover, each node 

knows all presently allocated addresses with a high possibility due to the NF times flooding the network. 

Therefore, each node  create  an address filter including all the assigned addresses. 

2) Node Ingress and Network Merging Events: After the FAP initialization, every node begin to transmit 

periodic Hello messages including its address filter signature. Ahead the function of a Hello, neighbors estimate 

whether the signature in the message is the same as its own signature to sense merging events. Only the nodes 

that have already merged  network are capable to send Hello messages, receive a request of a node to join the 
network, and sense merging events. 

 The node ingress procedure is illustrated in Fig. 4(a). When a node turns on, it listens to the medium 

for a period TL . If the node eavesdrops to a Hello, there is at least single node with an address filter, and the 

network already be present. Consequently the node knows that it is a combination node instead of an originator 

node. The merging node then asks for the source of the first snooped Hello message(the host node) to send the 

address filter of the network using an Address Filter (AF) message, shown in Fig. 3(c).When the host node 

retrieves the AF, it checks bit , which specifies whether the message is individually used for a node-merging 

procedure or a partition-joining procedure. If I=1, the message came from a merging node. Then, the host node 

replies the request with another AF with bit set to 1, indicate that the AF is an answer to a existing filter request. 

When the joining node retrieves the AF response  message, it stores the address filter, selects a arbitrary existing 

address, and floods the network with an AREQ to assign  the new address. When the other nodes retrieve the 
AREQ, they include the new address in their filters and modernize their filter signatures with the hash of the 

revised filter. 

Joining events are also identified depend on Hello and AF messages, as illustrated in Fig. 4(b). Nodes 

in dissimilar partitions select their address depends  only on the group of addresses of their network partition. 

Consequently, nodes in dissimilar partitions can select the similar address, which may origin address conflicts 

after the partitions joined. In FAP protocol, when a node retrieves a Hello, it verifies whether the filter signature 

on the message is dissimilar than its present signature. Hence, the node knows that they have different sets of 

allocated addresses. 

IV. SIMULATION RESULTS 
We implemented FAP in the Network Simulator-2 (NS-2) and evaluated it considering the Shadowing 

model for radio propagation and the NS-2 IEEE 802.11 model for the MAC. These replicas account for making 

a circumstances related to a real neighborhood network, using constraints of profitable equipments. Hence, the 

constraints are  used for our simulations are: an average broadcasting range of 18.5 m, a highest carrier logic 

range of 108 m, and a density of 0.0121 nodes/m [16]. We measured the control traffic, the delays 
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TABLE I: PARAMETERS OF FAP (F), DAD-PD (PD), DAD (D), AND MCONF (M) 

 
 

and the number of address collisions in FAP, considering a confidence level of 95% in the consequences. We 

also realized in Network Simulators-2 the addressing protocols projected by Perkins et al. [4], called DAD, by 

Fan and Subramani [5], which we call DAD-PD, and by Nesargi and Prakash [6], called MANET conf and 
indicated in the outcomes by Mconf.3 while DAD does not work in network partition-level locations, we 

estimated this protocol since it is a simple proposal with low transparency. Our main intention is to show that 

our proposal also near by a low transparency and works in any development. Comparing FAP to DAD-PD, we 

observe the performance collision of the use of the hash of the address filters as a substitute of mediated 

partition identifiers to sense partition merging events. In the original DAD-PD, but, the new partition identifier 

after a partition joining is given by the sum of network partition identifiers, which causes volatility in the 

protocol. Hence, we increased the protocol performance by selecting the huge partition identifier in network 

joining events in preference to sum them, which decrease the number of negative partition joining detections. 

Additionally, when compared FAP to MANET conf because both proposals use an allocated address list. The 

protocol constraints are shown in Table. These parameters were selected based on experiments to improve all 

the four protocols routine and also on proposals from the authors of the other proposals. Therefore, we have 

chosen these values edging on decreasing  the delays and the transparency while at rest evading instabilities in 
the simulated scenario. Particularly, includes the time listening to the medium before the node choose if it is 

alone or not. Consequently, this phase must be, at least, equal to the Hello Timer .  

 

The minimal interval between partition merging events,  

avoids high overheads in FAP in environments prone to high forwarding delays and/or many packet failures. 

This value is even more significant for the DAD-PD protocol, in which partition joining mechanisms are 

frequently called. We estimate this constraint choice throw simulations. Likewise, both the constraints , which 

identifies the intermission among retransmissions of flooding messages, and , which decreases the address 

conflicts  during the initialization phase, contacts on FAP performance and are also appraised in the  following 

simulations. The constraints is used through FAP initialization to identify when a node is allowed to use its 

selected address. Therefore, this interval identifies the period that a node should wait for more AREQs before 
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terminating  the initialization phase,and does not hamper in the protocol stabilization interruption. The values 

and avoid wrong detections of partition joining events through the new node and partition  joining events. The 

use of high values provisionally increases the storage transparency. The minimum interval among filter restores, 
collisions FAP transparency only if the network is full. This interval defines the frequency in which the filter is 

checked to discover if any node has left the network to provide addresses for merging nodes. A small implies on 

a frequent substantiation, which improves the transparency, while a high involves in low transparency, but long 

wait for new nodes to merge an almost complete network. The value controls the time a merging node waits 

until the chosen neighbor sends the present address filter. This timer only presents flexibility to fault  nodes or to 

neighbors that leave the transmission range of the joining node, and then it usually does not influence on 

protocol performance. The number of transmissions of a flooding message, , also impacts FAP performance and 

is evaluated through simulations. Finally, the last FAP parameter, , has a resilience function similar to and 

presents a small impact over FAP performance. 

Both FAP and DAD-PD use equal-sized Hello messages because we assume that both partition 

identifier and filter signature are composed of 4 B. We assume an address range of 150 addresses and a network 
with a maximum of 100 nodes to guarantee that the address range is not a constraint that can cause instabilities 

for any practice. Based on these parameters, we have used  Sequence Filter of 23 B. We first evaluate the 

collision of one node merging the network. Therefore We have considered a rectangular space with nodes 

dispersed in grid. 

We evaluate the control load after the last node merge  the network and the involve delay to acquire an 

address, as revealed in Fig. 6. In the consequences, we monitor that our proposal, FAP, current an transparency 

larger than DAD since our protocol uses Hello messages to notice partitions. DAD-PD currents the greatest 

control transparency for more than 36 nodes since unnecessary partition joining practices are be ginned caused 

by mistakes in partition joining event detection after a node merge the network. in fact, DAD-PD has a partition 

detection mechanism that is depend on partition identifiers. When a new node merge the network, the partition 

identifier must be altered to signify the new set of assigned addresses. The modernize of this value, yet, can root 

negative partition joining detections which improve the control load transparency. For other than  
 

 
Fig. 1. Collision of a joining node procedure followed to the  many number of nodes 
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Fig. 7. Collision over the network of the number of nodes, the density, and the number of broadcasts of flooding messages 
(NF ) in a network rapidly initialized.(a) Control transparency according to the number of nodes. (b) Average interruption 
according to the many number of nodes. (c) Number of address conflicts based on  the number of nodes. (d) Control 
transparency is depend on  network density N=36, nodes. (e) Number of collisions according to network density N=36, 
nodes. (f) Control overhead according to NF,N=100 , nodes. (g) Average delay according to NF,N=100 , nodes. (h) Number 
of collisions according to NF,N=100 , nodes.  
 

since this protocol switches joining events, but it could not evade all the address conflicts. FAP presented no address 
collision, but DAD-PD offered a small probability of conflict caused by packet losses. FAP omits this kind of address 
conflict because of the mechanism that detects packet losses and begins fake joining methods until all the nodes have 
retrieved the similar information. since a result, FAP determines all the conflicts and also presented a minimal control load. 
In Fig. 7, we have guessed the collision of the retransmissions of flooding packets in network initialization. Now, we analyze 
the collision of the delay among flooding message retransmission, the time waiting before selecting a new address in the 
initialization and the minimal interval among  partition joining events. First, we have analyzed the conflict of the network 
with 100 nodes. We illustrated in Fig. 9(a) that a huge partition decreases the transparency since the nodes learn more 

allocated addresses before selecting a new address. However, this also improves the delays in the network, as illustrated in 
Fig. 9(b). An intermediate value in this scenario is s, which was used in  the other simulations. In the same scenario, we 
analyze and observed that a small reduces both the overhead and the delay.  We repeated the partition merging scenario with 
four partition merging events. Fig. 9.Analyzing performance according to different values of FAP parameters. (a) Control 
overhead. (b) Average delay to obtain an address. In this scenario, . We observe in Fig. 9(a) that a small is better for FAP,  
but is very prejudicial for DAD-PD. Indeed, FAP presents a better partition merging event detection than DAD-PD. DAD-
PD performs many unnecessary partition merging mechanisms and a greater reduces these false detection events. 
Nevertheless, a greater also increases the stabilization time of DAD-PD during network initialization. Then, we selected an 
intermediate value for to balance the requisites of both protocols. 

V. CONCLUSION 
We proposed a distributed and self-managed addressing protocol, called as FB Addressing protocol, which is 

robust  for dynamic ad hoc networks with fading channels, numerous partitions, and merging/leaving nodes. Our key idea is 
to use address filters to omit address conflicts, which decrease the control load, and reduce the address allocation 
interruption. We have also proposed to use the hash of the filter as the partition identifier, providing an easy and accurate 
feature for partition detection with a small number of control messages. Moreover, our filter-based protocol improves the 

protocol vigorousness to message losses, which is an main issue for ad hoc networks with fading channels and high bit error 
rates. 

The use of the hash of the filter instead of a random number as the partition identifier creates a better 
representation of the group of nodes. Therefore, a change in the group of nodes is mechanically reflected in the partition 
identifier. This identifier is occasionally presented, allowing neighbors to identify if they belong to different sets of nodes. In 
the other proposals, mechanism to change the arbitrated partition identifier is requested, which increases the complexity and 
the packet overhead of the protocol. 

The proposed protocol efficiently resolves all address collisions even during merging events, as showed by 

simulations. This is achieved because FAP is able to detect all merging events and also because FAP is robust to message 
failures. FAP initialization practice is straightforward and proficient, requiring a control load related to the control pack of 
DAD, which is a protocol with a small transparency but that does not handle network partitions. Moreover, FAP presents 
smaller delays in the joining node procedure and on network partition merging events than the other applications, 
designating that the proposed protocol is more appropriate for very dynamic environments with frequent partition merging 
and node joining events. 
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I. INTRODUCTION 

 Most of the bridges in elder days were straight and skew bridges were preventing as far as feasible. 

Lack of information about the structural behaviour and construction difficulty were obvious reasons contributing 

to the designer’s choice to help in a straight line bridges rather than skew bridges. But in the recent 

circumstances there is a rising trend of providing skew bridges rather than curved or straight bridges with long 

approach road at oblique intersections. There is immense pressure of increasing population due to which the cost 

of land acquisition for approach roads has hiked many folds. It is difficult for them to negotiate on curve roads 

even at low speeds. The introduction of curves also increases the distance travelled by the vehicle which in turn 

affects the economy. In hilly regions also due to topographic conditions, it is very difficult to provide curved 

approaches and many times skew bridge remains the only option. The railway and roadway intersection are also 

often oblique and requires approach road if skew bridge is to be avoided. Also old and overcrowded city due to 

be short of space, bridges have to be skew in nature if the intersection is not orthogonal. Hence there is need to 

study the behavior of skew bridges so as to facilitate quick estimation of design BM, shear force and support 

reactions and thus obviating the need of a rigorous analysis. The results have been presented in the form of 

ready to use design charts. In the present thesis behaviour of RC T Beam Bridge having skew angle from 0-60
0
 

has been investigated. Further on the basis of a parametric study an attempt has been made to develop suitable 

design charts for quick estimation of design forces in skew bridges. 

 
 

 

ABSTRACT: 
 A very limited study has been carried out in the field of skew bridges and even that does not 

hold much relevance in Indian perspective due to difference in design live load standards and type of 

bridges being built there. Therefore it does not provide any help to designers regarding the quick 

estimation of design bending moments and shear forces which are of prime interest. In this paper an 

attempt has been made to study the effect of skewness directly on the design parameters i.e. B.M, 

Shear Force and Maximum Reaction in simply supported RC T-Beam 3 lane bridges. For this purpose 

a parametric study of Simply Supported 3-Lane T-Beam Bridge has been performed in STAAD PRO. 

The parameters varied were span and skew angle. The effect of same was observed on maximum live 

load bending moment, maximum live load shear force and maximum live load reaction at critical 

locations. Live Load “Class 70R Tracked “and “Class 70R Wheeled” were applied as per IRC 6 

guidelines. The spans used were 10 m, 15 m, 20 m and 25 m. The skew angles were taken at an 

interval of 150 starting from 0
0
 up to a maximum of 60

0
. Bridges with skew angle more than 45

0
 are 

rare.From the study it was observed that as the skew angle increases from 0
0
 to 60

0
 there is a 

consistent reduction in Moment Distribution Factor (MDF) of the inner longitudinal girder of bridge. 

Similar trend of reduction in MDF were observed for other spans. This suggests that skew bridges 

designed, ignoring the skew effect is conservative with respect to the bending moment. The effect of 

skew angle was also studied on the shear coefficients. The shear coefficients as increases almost 

linearly with skew angle and span. Hence it can be concluded that proper estimation should be made 

in the live load shear when designing skew bridges. 

 

KEYWORDS: Skew angle, distribution factor, T Beam Bridge, grillage analogy, bending moment, 

shear force, and support reaction. 
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II. METHODOLOGY 

 With the advancement in modeling and computing facilities world over, it has now become possible to 

perform a near exact analysis of any kind of bridge. The commercially available software packages like ANSYS, ABAQUS, SAP etc 

has made it possible to use the methods of Finite Element Analysis, etc with much ease. In spite of the fact that these 

methods are highly efficient and accurate, these methods are often criticized also for the reason that the 

efficiency is achieved at the cost of exorbitant computations and time requirement. Hence, care must be taken in 

selection of the appropriate method of analysis, appropriate to the type of bridge depending upon the required 

accuracy in the parameters under investigation.Grillage Analogy on the other hand presents a sufficiently accurate method to 

analyze slab-beam bridges for estimation of design bending moment, torsion, shear force etc. It is a comparatively 

simpler method to analyze the bridge decks and gives an excellent visualization of distribution of forces among 

different longitudinal and transverse girders in a bridge. It can easily handle complicated geometric features of a 

bridge such as skew, edge stiffening, and deep haunches over support, continuous and isolated supports etc with 

ease. It is a versatile method and can also take into account the contribution of kerb beams, footpaths and the 

effect of differential sinking of girder ends over yielding supports. The method has proved to be reliable and 

versatile for a wide variety of bridge decks. It do possess some limitations such as inability to take into account 

the effects like shear lag, warping and distortional effects for which more sophisticated methods like FEM have 

to be used. 

 

 Basically grillage analogy method uses stiffness approach for analyzing the bridge decks. The whole 

bridge deck is divided into no of longitudinal and transverse beams. The intersection of longitudinal and transverse 

beams is called as node. Each node has six degrees of freedom, namely 3 rotations and three translations. But if we assume the 

slab to be highly stiff in its own plane, which is actually the case in most of the bridges, the degrees of freedom 

are reduced to three i.e. 1- vertical translation and 2-rotations about the axes in plane of the bridge deck. The properties of 

cross-section such as beam moment of Inertia about their principal axes, Torsional constant, Effective Area etc are 

calculated and the grid is solved for the unknown degrees of freedom using the matrix stiffness method. After 

the nodal displacements are known, the forces in the grid members are calculated using the force displacement 

relationship. The overall equations of equilibrium are given below. 

 

{p}= [ k ] {u} + { q }     At member level 

{P} = [K]{ U},               At structural level 

Where, 

P represents the unknown nodal forces (BM, Torsion, and SF), K is the assembled stiffness matrix of the 

structure and U represents the vector of nodal displacements or degrees of Freedom at structural level. Similarly 

p, k, u are the representatives at member level, which are in respect to local coordinate system. Represents 

equivalent member end forces due to member loads. 

 

Conceptually, grillage analogy method attempts to discretized the continuous or dispersed stiffness of  bridge 

and concentrates it into discrete longitudinal and transverse members. The degree of structural similarity 

between the original bridge and grillage so formed depends on the fineness of the grid formed. But practically it 

is observed that after a certain degree of fineness in the grillage mesh, law of diminishing returns is followed 

and further reducing the size of grillage doesn’t significantly add to the accuracy. The choice of the designer is 

the best judge to decide grid fineness. 

The solution of grillage mesh involves a large no. of equations, which is beyond the scope of the manual 

solution. Hence it becomes mandatory to take aid of computer programs in the grillage analogy method. 

Commercially available software package like Staad Pro, are very helpful in analyzing bridges with grillage analogy method 

considering all the 6-DOFs i.e. 3 translations and 3 rotations per node. The use of same has been made in this 

study. 
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2.1 Gridlines, their locations, direction and properties: Gridlines are the beams representing the discretized 

stiffness and other structural properties of the slab  portions which it replaces. Strictly speaking, gridlines 

represents the lines of strength. So they must  be provided at all the locations where there is concentration of 

stiffness. Therefore gridlines must be  provided at the centre of each longitudinal and transverse girder, running 

along them. Where isolated bearings are provided, gridlines should also be provided along the lines joining the 

bearings. Generally gridlines must coincide with the centre of gravity of the section but some shift may be 

permitted for the ease of calculation. A few guidelines for the Grillage Idealizations for slab T beam bridges are 

as follows. 

(a) Generally longitudinal gridlines are parallel to the free edge of Deck. (For straight bridges without skewness) 

(b) For skew Bridges with skew angle less than 15
o 
the transverse girders are provided parallel to the support 

lines so the gridlines should also be parallel to the support lines. But for skew angles exceeding 15 degrees, 

where transverse diaphragms perpendicular to the longitudinal girders are provided as they are found to be more 

efficient in transverse load distribution amongst longitudinal Girders. Hence gridlines should be along the 

transverse diaphragms i.e perpendicular to the longitudinal beams. 

(c) End transverse gridlines must be provided along the center lines of bearings on each side of span. 

(d) For determining the sizes of gridlines aid form relevant IRC code can be taken. 

 

III. PARAMETRIC STUDY OF RC T BEAM BRIDGE 

 A 3 lane RC T-Beam Bridge has been chosen for the study. Spans have been varied from 12m to 21 m 

with an increment of 3m. The no. of longitudinal girders has been kept as three. Cross Girders are hindrance in 

the speed of construction as they pose practical problems in construction. So their spacing is generally kept not 

less than 4 m and for this reason the spacing of cross girders is kept between 4.5 m to 6 m. For skew bridges of 

0
0 
and 10

0
, the cross girders (& transverse gridlines) are parallel to the abutment, while for 20

0
, 30

0
, and 40

0
, the 

cross girder (& transverse gridlines) are provided orthogonal to longitudinal girders for the reason explained in 

above section. The cross-section shown in Fig 1 has been chosen. The sizes of longitudinal and cross beams is 

given in Table 1  

 

 
 

Figure 1 Division of bridge cross-section into equivalent grillage 

 

3.1 Grillage Idealization Of Bridge: 
 In grillage analogy method, the continuous bridge deck is discretized into a no of longitudinal and 

transverse beams. Since the distribution of bending stress in the flange of the T-Beam bridge is not uniform as 

suggested by the simple bending theory, so the effective width concept is used to define the flange of the T-

section. For this purpose assistance from IRC 21: 2000 clause 305.15 was sought in the selection of sizes of T-

Beam. It suggests 

 

be = bw + lo / 5…………. IRC 21: 2000 clause 305.15 

Where, be = effective flange width of T-Beam; bw = width of T-Beam and lo = distance between the points of 

contra flexure. 
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Exact modelling of bridge is difficult so some approximations were made in grillage idealizations and the slab was assumed to be 

of uniform thickness taking partially into account the effect of kerbs. Figure 2 shows the grillage idealization of 

the bridge in longitudinal direction. Same method was used for discretizing the bridge in transverse direction 

also. 

 

Figure 2: Grillage Idealization of the cross section of bridge. All dim in mm 

 

IV. LIVE LOAD (LL) APPLICATION ON THE BIRDGE 
 The Bridge deck was analyzed for “Class A”, “Class 70R Tracked” and “Class 70R Wheeled”  vehicles. As per IRC 

6: 2000 Table 2, a two lane bridge should be loaded with either one lane of  “ Class 70R  ”  or two lanes of “ 

Class A”. For the transverse placement of the vehicle, guidelines of IRC 6: 2000 clause 207 were followed which 

suggests that the minimum spacing of vehicle form the face of the kerb is 1.2 m for “Class 70R” and 0.15 m for “Class A” 

loading. .Many other trials of the transverse placement of vehicles were also made to obtain the maximum LL moments and 

maximum LL shear force and maximum LL reactions in the bridges. Following observations were made during these trials. 

 

(a)For “Class 70R W heeled” and “ 70R Tracked”  the maximum bending moment in the bridge is always obtained in the 

outer girder when the vehicle is placed at minimum spacing from the kerb.  

(b)For maximum bending moment in the middle girder the vehicle is placed both eccentrically and centrally as it 

does not always occur for same transverse placement loads.  

(c) For all Class of loading, the maximum LL shear occurs in the outer girder, near the obtuse corner.  

(d) For “Class 70R Wheeled” and “70R Tracked” the maximum LL support reaction occurs in the middle girder when the 

vehicle is placed centrally.  

 

The loads were placed accordingly to obtain maximum bending moment, maximum shear and reaction in the 

bridge. 

 

4.1 Idealization of Vehicle :The details of vehicles have been given in IRC 6: 2000. The Class 70 R Tracked vehicle has been 

simulated as train of 20 equal point loads as shown below in figure 3. The load values shown in the longitudinal 

details are the axle loads and since there are two wheels on each axle, so the values are halved when seen in the 

transverse view. 

 
(1) 70R Wheeled Vehicle 

 



Effects Of Skewness On Three... 

www.ijceronline.com                                    Open Access Journal                                                Page 5 

 

 
Figure 3: Class 70R Wheeled Vehicle 

 

 
Rear Axle 

(2) 70R Tracked Vehicle 

 

The tracked vehicle was idealized as shown below. The uniformly distributed load, 4570 mm has been 

converted into equivalent train of 20 equal point loads for ease in application. 

 

 
 

Figure 4: Class 70R Tracked Vehicle 

 

4.2 Impact Factor : Provision for impact or dynamic action shall be made by an increment of the live load by 

an impact allowance expressed as a fraction or a percentage of the applied live load. 

 

 (1) For Class 70R Loading: for 70R Wheeled and 70R Tracked impact factor determined according to IRC: 6-

2000 Clause 211.3 The impact factor for 70R Wheeled, 70R Tracked and Class A and for all span are given 

below in Table 4.1. 

 

Table 1: Impact factor 

 

Span (m) 10 m 15 m 20 m 25 m 

70 R Wheeled 0.28 0.21 0.17 0.14 

70 R Tracked 0.10 0.10 0.10 0.10 

 

V. RESULTS AND DISCUSSION 

 Bridges of span 10 m, 15 m, 20m, and 25m were analyzed for skew angles 0
0
, 15

0
, 30

0
, 45

0
 and 60

0
. 

The results are shown below. All the moment values are for live load only and the word “moment” is 

synonymously used for “maximum moment” at many places of this chapter. Also the abbreviation G1, G2, G3, 

G4, & G5 are shown in Results and Discussions Figure 23 
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Figure 5: Cross section of three lane T-Girder bridge 

 

G1 is the outer longitudinal girder on the left side of the middle girder. 

G2 is the inner longitudinal girder on the left side of the middle girder. 

G3 is the middle longitudinal girder. 

G4 is also the inner longitudinal girder but on right side of the middle girders. 

G5 is also the outer longitudinal girder but on right side of the middle girder. 

 

5.1 Effect of Arrangement of Loading 

 

5.1.2 Class 70R Wheeled with Class A Vehicle : The Class 70R Wheeled vehicle was placed centrally on G3 

& G4 and Class A vehicle was placed at a minimum spacing of 1.2m (minimum spacing specified in IRC: 6 - 

2000 for Class A vehicle) from 70R Wheeled Vehicle and moved over the span (Figure of placement of IRC 

loading over bridge is given in Annexure B). The maximum moments obtained in the girders G1, G2, G3, G4 

and G5 were recorded. The maximum moment occurred simultaneously in all girders for 0
0
 skew angle but for 

other skew angles it occurred with some lag due to skew effects. The lag increased with skew angle. A total of 

1000 KN load was applied in this loading on 13.4m distance. 

 

    
 

Figure 6: Maximum Shear Force Class70RW+A            Figure 7: Maximum BM Class70RW+A 
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Figure 8: Maximum Torsion Class70RW+A 

 
Figure 9: Maximum Positive Reaction Class70RW+A   Figure 10: Maximum Negative Reaction Class70RW+A 

 

5.1.3 Class 70R Tracked with Class A Vehicle : The Class 70R Tracked vehicle was placed centrally on G3 & 

G4 and Class A vehicle was placed at a minimum spacing of 1.2m (minimum spacing specified in IRC: 6 - 2000 

for Class A vehicle) from 70R Wheeled Vehicle and moved over the span (Figure of placement of IRC loading 

over bridge is given in Annexure B). The maximum moments obtained in the girders G1, G2, G3, G4 and G5 

were recorded. The maximum moment occurred simultaneously in all girders for 00 skew angle but for other 

skew angles it occurred with some lag due to skew effects. The lag increased with skew angle. A total of 700 

KN load was applied in this loading on 4.57m distance 

 

 
         Figure 11: Maximum SF Class70RT+A                                           
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Figure 12: Maximum BM Class70RT+A 

 

 
Figure 13: Maximum Torsion Class70RT+A 

 
Figure 14: Maximum Positive Reaction Class70RT+A          Figure 15: Maximum Negative Reaction 

Class70RT+A 
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VI. CONCLUSION 

The analysis of bridges and comparisons of the results of different span and skew angles have led to the 

following conclusions. 

[1] For skew bridges the arrangement of cross girders perpendicular to the longitudinal girders is more 

effective in transverse load distribution as compared to the arrangement in which the cross girders are 

parallel to the abutments. 

[2] Grillage analogy method, based on stiffness matrix approach, is a reliably accurate method for a wide range 

of bridge decks. The method is versatile, easy for a designer to visualize and prepare the study for a 

grillage. 

[3] The increase in BM up to 40 degree skew angle is less. At higher skew angle sharp increase is observed. 

Results show that end girder placed in centre of skew span has maximum BM. 

[4] Torsion, with increase of skew angle increases appreciably in all directions. 

[5] Maximum positive and negative reactions are noted in skew bridges ,very close to each other 

[6] Results of SF shows mixed pattern i.e. value of maximum SF do not follow a regular pattern. However the 

difference of SF, as the span increases, decrease. 

[7]  
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I. INTRODUCTION 
 Bakaru hydro power plan is a power plan supplied by Garugureservoir which located at 3030’00”–

2051’00”LS dan 119015’00”–119045’00”BT. The water resource is supplied by Mamasa watershed which the 

water flowing from Mamasa river in West Sulawesi to South Sulawesi.Bakaru hydro power plan is produce 

power to Sulselbar power system, power plan capacity is 2 x 63 MW with reservoir capacity is 6.919.000 m3 

which is predict will be available for 50 years. Otherwise the power planreabilityin producing enery is decreased 

by year, because the disability of reservoir in saving maximal water volume. According to this situation it is 

really important to study the continuity of water supply by predicted the water inflow and erotion inflow 

inMamasa watershed. 
 

II. REVIEW OF LITERATURE 
 Modelling of water resources of a hydro power plan is using the hydrolic side such as rainfall volume 

in water catchment area, and using the watershed characteristic. The watershed evaluated in the study is 

Mamasa, Sumarorong, and Lembang. The rainfall volume is really affected to water discharges in Bakaru power 

plan. The rainfall is records using Mamasa, Sumarorong, and Lembang recording station. The result of 

watershed characteristic (steep slope, type of soil, and land use) is described below. 

 

Rainfall : Rainfall data of Mamasa, Sumarorong, and Lembang station reported from Metereology, Climatology 
and Geofisic department in Marosfrom year 1990 to 2012 is using to predict the rainfall for year 2013 to year 

2030. The result is shown in table 1 below.  

 

 

 

 

 

 

 

 

 

ABSTRACT 
Bakaru hydro power plan water resources model will describe a model in anticipating load growth in 

Sulselbar Power System until year 2030. Bakaru hydro power plan is supplied by Mamasa, 

Sumarorong, and Lembang watershed, water supply is influenced with rain fall volume, topography 

condition (steep slope, type of soil, and land use) of a water catchment area. A model is constructed 

using Fuzzy logic in water water inflow is Y = 0,0687X2 – 4,279X + 82,917 and erosion inflow is Y = - 

0.0001X2 + 0.0106X + 0.117, the model shows that increament in operation time at catchment area 

where there are changes in land uses will affected lower water inflow and bigger erosion inflow. 

 

KEYWORD: watershed, Fuzzy logic, catchment area 
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Table 1.Data Base and Data Result of Mamasa Watershed 
 

1995 2012 2017 2030 1995 2012 2017 2030 1995 2012 2017 2030

January 201 210 152 193 295 249 334 341 286 261 379 184

February 297 113 103 111 399 173 196 309 514 458 624 149

March 142 77 227 160 276 423 425 306 310 376 469 361

April 183 246 296 290 395 445 358 375 354 313 643 470

May 193 99 170 128 407 296 201 252 375 211 313 233

June 247 135 174 128 490 370 281 181 192 231 251 339

July 141 44 69 66 202 195 153 200 209 175 197 180

August 45 22 44 94 70 423 425 306 8 19 152 164

September 86 116 25 132 192 173 195 193 135 62 200 189

October 198 218 107 152 319 296 201 252 32 220 163 169

November 440 223 206 228 501 370 281 181 319 478 345 342

December 62 63 97 148 208 303 315 287 308 527 503 227

Year

Data Base and Data Result of Mamasa Watershed (mm)

Mamasa Station Sumarorong Station Lembang Station

 

Topography : Topography of Bakaruwater catchment area is describe the steep slope, type of soil, and land use 

of Mamasa, Sumarorong, and Lembang. Steep slope is classified as flat, ramps, rather steep, steep andvery 

steep. The steep slope is shown in table 2 below.  

Table 2.Steep Slope of Mamasa Watershed 

Mamasa Area Sumarorong Area Lembang Area

Kanora Village:  45 - 60 % (steep – very 

steep)

Salubalo Village: 20 – 45 % (rather steep 

– steep)

Bakaru Village: 10 – 20 % (ramps – 

rather steep)

Minangatallu Village: 17 – 25 % ( rather 

steep)

Lepangan Village: 12 – 25 % (ramps – 

rather steep)

Kaluku Village: 12 – 25 % (ramps – 

rather steep)

Rantetambola Village:  20 - 45 % (rather 

steep – steep)

Pakawan Village: 15 – 25 % (ramps - 

rather steep)

Rampusa Village: 45 - 60 % (steep – 

rather steep)

Salumata Village: 25 – 45 % (rather 

steep –  steep)
Paladan Village: 8 – 15 % (ramps)

Bakka Village: 20 – 45 % (rather steep – 

steep)

Pena Village: 10 – 25  % (ramps  – 

rather steep)

Beting Village:  17 - 25 % (rather steep)
Lamba Village:  45 - 60 % (steep – very 

steep)

Salinduk Village: 17 – 30 % (rather steep 

– steep)

Katumbangan Village: 20 – 45 % (rather 

steep – steep)

Average: 31.7 % (rather steep) Average: 18.9 % (rather steep) Average: 37.7 % (steep)

Steep Slope of Mamasa Watershed

 

Type of soil of Bakaru water catchment area generally sensitivy to erosion, this is effected by land variety, 

that construct the area which is Litosol and Lateric.  The description is shown in table 3. 

Table 3.Type of Soil of Mamasa Watershed 

Mamasa Area Sumarorong Area Lembang Area

Minangatallu Village: Latosol  (rather 

sensistive:  score 30)

Lepangan Village: Latosol – Laterik 

(rather sensistive:  score 30  -  sensitive:  

Kaluku Village: Latosol – Laterik (rather 

sensistive:  score 30 - sensitive:  score 

Rantetambola Village: Laterik – Litosol 

(sensitive:  score 60  –  very sensitive:  

Pakawan Village: Litosol (very sensitive:  

score: 75)

Rampusa Village: Laterik – Litosol 

(sensitive:  score 60 – very sensitive:  

Salumata Village: Laterik – Litosol 

(sensitive:  score 60  –  very sensitive:  

Paladan Village: Planosol - Latosol (not 

sensistive:  score 15  -  rather sensistive:  

Bakka Village: Laterik – Litosol 

(sensitive:  score 60 – very sensitive:  

Pena Village: Latosol - Cacao forest 

(rather sensistive:  score 30  –  medium 

sensistive:  score 45 )

Beting Village: Latosol (rather sensistive:  

score 30)

Lamba Village: Laterik – Litosol 

(sensitive:  score 60 – very sensitive:  

Salinduk Village: Laterik – Litosol 

(sensitive:  score 60  –  very sensitive:  

Katumbangan Village: Laterik – Litosol 

(sensitive:  score 60 – very sensitive:  

Average:  score 54 (sensitive) Average:  score 48 (medium sensistive) Average:  score 63 (sensitive)

Type of Soil of Mamasa Watershed

Kanora Village:  Laterik – Litosol 

(sensitive: score 60  –  very sensitive:  

Salubalo Village: Laterik – Litosol 

(sensitive:  score 60  -  very sensitive:  

Bakaru Village: Latosol – Cacao forest 

(rather sensistive:  score 30 – medium 

 

The land uses in Bakaru watershed are dominated by forest, pine forest and moor. The description of land used 

is shown in table 4. 
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Tabel 4.Land Use of  Mamasa Watershed 

Mamasa Area Sumarorong Area Lembang Area

Average:  score 18 (forest - moor) Average:  score 20 (forest - moor) Average: score 20 (forest - moor)

Land Use of Mamasa Watershed

Kanora Village:  forest ( score 10)  -  

moor ( score 30)

Salubalo Village: forest( score 10)  -  

moor ( score 30)

Bakaru Village: forest( score 10)  -  moor 

( score 30)

Minangatallu Village:forest ( score 10) -  

moor ( score 20)

Lepangan Village: forest ( score 10) -  

moor ( scorer 20)

Kaluku Village: forest ( score 10) -  moor 

( score 20)

Rantetambola Village: forest ( score 15)  -  

moor ( score 25)

Pakawan Village: forest ( score 10)  -  

moor ( score 30)

Rampusa Village: forest ( score 15)  -  

moor ( score 25)

 Salumata Village: forest ( score 15)  - 

moor ( score 35)

Paladan Village: forest ( score 15)  -  

moor ( score 35)

Bakka Village: forest ( score 15)  -  moor 

( score 35)

Pena Village: forest ( score 10)  -  moor ( 

score 10)

Beting Village: forest ( score 10)  - moor 

( score 20)

Lamba Village: forest ( score 10)  -  

moor ( score 20)

Salinduk Village: forest ( score 15)  -  

moor ( score 35)

Katumbangan Village: forest ( score 15)  -  

moor ( score 35)

 

III. RESEARCH METHOD 
Modelling Water Resources : Modelling water resource using Fuzzy logic, with input parameter are rainfall, 

steep slope, type of soil and land use, the flowchart  of power plan inflow is shown in picture 1 below. 

Start

Fuzzification

Testing system

Defuzzification

Inference

Rule Base

Stop

Fuzzy of rainfall

Fuzzy of land use

Fuzzy of sensitively

soil

Fuzzy of steep

slope

 

Figure 1.Flowchart inflow Hydro Power Plan 
 

The result of water inflow and erotion inflow in Bakaru hydro power plan is the accumulative of inflow 

prediction result of Mamasa, Sumarorong, and Lembang. The result is shown in table 5 and table 6. 

Table 5.Water Inflow in Bakaru Power Plan 

Year Inflow Year Inflow Year Inflow

1995 74.16 2007 46.80 2019 19.90

1996 67.25 2008 52.34 2020 18.63

1997 44.28 2009 19.05 2021 18.79

1998 83.16 2010 19.25 2022 17.49

1999 68.81 2011 20.54 2023 18.37

2000 57.81 2012 20.93 2024 17.92

2001 60.96 2013 21.02 2025 18.17

2002 63.23 2014 20.31 2026 16.32

2003 57.58 2015 20.08 2027 17.94

2004 59.25 2016 19.72 2028 17.88

2005 59.16 2017 19.93 2029 19.43

2006 35.64 2018 19.78 2030 16.00

Results of water inflow (m3/sec.)
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Figure 3.Water Inflow Curve of Bakaru Power Plan 

Table 6.The Erosion Inflow Result of Bakaru Power Plan 

 

Year Inflow Year Inflow Year Inflow

1995 0.11 2007 0.35 2019 0.31

1996 0.13 2008 0.67 2020 0.33

1997 0.15 2009 0.25 2021 0.34

1998 0.18 2010 0.25 2022 0.32

1999 0.18 2011 0.27 2023 0.33

2000 0.18 2012 0.26 2024 0.32

2001 0.19 2013 0.27 2025 0.32

2002 0.19 2014 0.26 2026 0.33

2003 0.20 2015 0.28 2027 0.34

2004 0.21 2016 0.33 2028 0.32

2005 0.21 2017 0.28 2029 0.35

2006 0.21 2018 0.29 2030 0.33

Results of erosion inflow (m3/sec.)

 

 

Figure 4.Erosion Inflow Curve of Bakaru Power Plan 
 

IV. CONCLUSIONS 
 Water resources model of Bakarupower plan could be describe as polynomial model Y = 0,0687X2 – 

4,279X + 82,917 and erosion inflow could be describe as Y = - 0.0001X
2
 + 0.0106X + 0.117, the model shows 

that by the increment of operate time of hydro power plan where there are changes in land use at catchement 

area will affected the decresement in water inflow and the increment in erosion inflow.  
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Average power produce by Bakaru hydro power plan in year 2013 to 2030 is 1 x 63 MW or half of its capacity, 

therefore the energy produce is decreased. 
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I. INTRODUCTION 
The ad hoc WLANs do not need any fixed infrastructure.  MANETs are self-organizing and adaptive in 

that the topology of a formed network can change on-the-fly without the intervention of a system administrator 

[4, 9]. Although MANETs share many of the properties of the traditional wired networks, they possess certain 

unique characteristics which derive from the inherent nature of their wireless communication medium and the 

distributed function of their medium access mechanisms. The issues involved may be categorized as follows. 

Wireless Channel: The wireless communication medium (or channel) is susceptible to a variety of transmission 
impediments such as path loss,  interference and blockage [10,11]. These factors restrict the range, data rate and 

reliability of the wireless transmission. A signal is considered successfully received at a node if the measured 

signal to interference and noise ratio (SINR) is large enough to be decoded. Typically, the transmitted signal has 

a direct path component between the transmitter and receiver [10]. Other components of the transmitted signal 

referred to as multi-path components are signals reflected, diffracted or scattered by the environment, and arrive 

at the receiver shifted in amplitude, frequency and phase with respect to the direct-path component [10].  

 

II. AD HOC ON-DEMAND DISTANCE VECTOR (AODV) ROUTING 
AODV is a reactive routing protocol that establishes a route to a destination on an on-demand basis, i.e. 

a route is established only when it is required by a source node for transmitting data packets. This is beneficial 

to mobile environments such as MANETs since fully up-to-date knowledge of all routes from every node 

implies large communication overhead. The routing mechanism of AODV consists of two processes; route 

discovery and route maintenance. When a source node needs to send data, but does not already have a valid 

ABSTRACT: 
MOBILE ad hoc networks (MANETs) consist of a collection of mobile nodes which can move 

freely. These nodes can be dynamically self-organized into arbitrary topology networks without a 

fixed infrastructure. One of the fundamental challenges of MANETs is the design of dynamic 

routing protocols with good performance and less overhead. Many routing protocols, such as Ad 

hoc On-demand Distance Vector Routing (AODV) [1] and Dynamic Source Routing (DSR) [2], 

have been proposed for MANETs. The above two protocols are on demand routing protocols, and 

they could improve the scalability of MANETs by limiting the routing overhead when a new route is 

requested [3]. However, due to node mobility in MANETs, frequent link breakages may lead to 

frequent path failures and route discoveries, which could increase the overhead of routing 

protocols and reduce the packet delivery ratio and increasing the end-to-end delay [4]. Thus, 
reducing the routing overhead in route discovery is an essential problem. Existing routing protocol 

for MANETS has a problem that they used broadcasting which induces excessive redundant 

retransmissions of RREQ packet and causes the broadcast storm problem, which leads to a 

considerable number of packet collisions, especially in dense networks. Because of this routing 

overhead of network increases which leads to broadcast storm problem. Therefore the proposed 

system try to reduce this routing overhead. 
 

KEYWORDS: Mobile ad hoc networks, neighbor coverage, network connectivity, probabilistic 
rebroadcast, routing overhead. 
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route to the destination, it initiates a route discovery process in order to locate the destination. A route request 

(RREQ) packet is disseminated throughout the entire network via simple flooding [7]. The RREQ packet 
contains the following main fields: source identifier, destination identifier, source sequence number, destination 

sequence number (created by the destination to be included along with any route information it sends to 

requesting nodes), broadcast identifier and time-to-live. The destination sequence number is used by AODV to 

ensure that routes are loop-free and contain the most recent route information [6, 7]. Each intermediate node that 

forwards an RREQ packet creates a reverse route back to the source node by imprinting the next hop 

information in its routing table. Once the RREQ packet reaches the destination or an intermediate node with a 

valid route, the destination or intermediate node responds by unicasting a route reply (RREP) packet to the 

source node using the reverse route. The validity of a route at the intermediate nodes is determined by 

comparing its sequence number with the destination sequence number. Each node that participates in forwarding 

the RREP packet back to the source creates a forward route to the destination by imprinting the next hop 

information in the routing table. Nodes along the path from source to destination are not required to have 
knowledge of which nodes are forming the path other than the next hop nodes to the source and destination. The 

next phase of the routing mechanism is the route maintenance process. After the route discovery process and as 

long as the discovered route is used, the intermediate nodes along the active route maintain an up-to-date list of 

their 1-hop neighbors by means of a periodic exchange of “hello” packets. Also, when the route becomes 

inactive, i.e. no data is sent over it, a timer is activated, after the expiration of which the route is considered stale 

and expires. If the routing agent (i.e. AODV) at a node becomes aware of a link breakage for an active route, a 

Route Error (RERR) packet is generated at the point of breakage. This is then disseminated to the appropriate 

nodes participating in the route's formation and those nodes actively using the route. The nodes affected by the 

invalid route mark it for expiration since it is no longer useful. In this fashion, the RERR packet propagates to 

the source node which can then initiate a new route discovery phase. 

 

III.   Neighbour Coverage Probabilistic Protocol (NCPR) 
To implement new approach, the Neighbor Coverage-based Probabilistic Rebroadcast protocol is used 

for reducing routing overhead in route discovery. To implement the the NCPR protocol we modify the source 

code of AODV in NS-2.32. and also we have to calculate the uncovered neighbor set and rebroadcast delay.To 

obtain the neighbor information the proposed NCPR protocols Required HELLO packets and also requires to 

carry the neighbor list in RREQ packets. So we implement the following algorithm called it as NCPR algorithm, 

which described as follows. 
 

Algorithm  
 

Definition:  

RREQV : RREQ packet received from node v 

Rv.id : The unique identifier (id ) for RREQV 

N(u): NEIGHBOR SET OF NODE u 

U(u,x): Uncovered neighbors set of node u for RREQ whose id is x. 

Timer (u,x) :  Timer of node u for RREQ packet whose id is x. 

{Note: In the actual implementation of NCPR protocol every different RREQ needs a UCN set and a Timer } 
1. If ni  receive a new RREQs from s then 

2. {compute initial uncovered neighbors set U ( ni, Rs. id ) for RREQs } 

3. U ( ni, Rs. id ) = N(ni) – [ N(ni) ∩ N(s)] – {s}   

4. { compute rebroadcast delay Td(ni)  } 

 

 

\ 

5. Td(ni)  = MaxDelay ×  Tp(ni)              

6. Set a timer ( ni , Rs. id ) according to Td(ni)  

7. End if 

8. While ni receive a duplicate RREQj from nj before Timer ( ni , Rs. id ) expire do  
9.  { Adjust  U( ni , Rs. id): } 

10. U( ni , Rs. id) = U( ni , Rs. id) – [U( ni , Rs. id) ∩ N(nj)] 

11. Discard (RREQj) 

12. End while 

13. If timer ( ni , Rs. id ) expire then  

14. {compute the rebroadcast probability Pre(ni)} 

 
Tp (ni) = 1  - | N(s) ∩ N(ni) | 

    |  N(s) | 

 15.   Ra ( ni )  =    | U( ni ) | 
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17. Pre (ni) = Fc  ( ni) . Ra ( ni )   

18. If Random (0,1) <= Pre (ni) then \ 

19. Broadcast (RREQs) 

20. Else 

21. Discard (RREQs) 

22. End if 

23. End if 
 

Protocol Implementation  
 

We modify the source code of AODV in NS-2 (v2.30) to implement our proposed protocol. Note that 

the propose NCPR protocol needs Hello packets to obtain the neighbour information, and also needs to carry the 

neighbour list in the RREQ packet. Therefore, in our implementation, some techniques are used to reduce the 

overhead of Hello packets and neighbour list in the RREQ packet, which are described as follows: . In order to 

reduce the overhead of Hello packets, we do not use periodical Hello mechanism. Since a node sending any 

broadcasting packets can inform its neighbours of its existence, the broadcasting packets such as RREQ and 

route error (RERR) can play a role of Hello packets. We use the following mechanism [12] to reduce the 

overhead of Hello packets: Only when the time elapsed from the last broadcasting (RREQ, RERR, or some 

other broadcasting packets) is greater than the value of Hello Interval, the node needs to send a Hello packet. 

The value of Hello Interval is equal to that of the original AODV.. In order to reduce the overhead of neighbour 

list in the RREQ packet, each node needs to monitor the variation of its neighbour table and  maintain a cache of 
the neighbour list in the received RREQ packet. We modify the RREQ header of AODV, and add a fixed field 

num _ neighbours which represents the size of neighbour list in the RREQ packet and following the num _ 

neighbours is the dynamic neighbour list. In the interval of two close followed sending or forwarding of RREQ 

packets, the neighbour table of any node ni has the following three cases: - if the neighbour table of node ni adds 

at least one new neighbour nj, then node ni sets the num_- neighbours to a positive integer, which is the number 

of listed neighbours, and then fills its complete neighbour list after the num_ neighbours field in the RREQ 

packet. It is because that node nj may not have cached the neighbour information of node ni, and, thus, node nj 

needs the complete neighbour list of node ni;- if the neighbour table of node ni deletes some neighbours, then 

node ni sets the num_ neighbours to a negative integer, which is the opposite number of the number of deleted 

neighbours, and then only needs to fill the deleted neighbours after the num_ neighbours field in the RREQ 

packet; - if the neighbour table of node ni does not vary, node ni does not need to list its neighbours, and set the 

num_ neighbours to 0. The nodes which receive the RREQ packet from node ni can take their actions according 

to the value of num_ neighbours in the received RREQ packet: - if the num_ neighbours is a positive integer, the 
node substitutes its neighbour cache of node ni according to the neighbour list in the received RREQ packet; - if 

the num_ neighbours is a negative integer, the node updates its neighbour cache of node ni and deletes the 

deleted neighbours in the received RREQ packet; - if the num_ neighbours is 0, the node does nothing. Because 

of the two cases 2 and 3, this technique can reduce the overhead of neighbours list listed in the RREQ  packet. 

 

IV. PERFORMANCE ANALYSIS OF NEIGHBOUR COVERAGE PROBABILISTIC 

ROUTING PROTOCOL OVER AD-HOC ON DEMAND DISTANCE VECTOR ROUTING 

PROTOCOL. 
 

4.1 Performance of NCPR over AODV of End –to-End Delay  
Table 1 shows the end-to-end delay by using Ad-hoc on demand .Distance Vector Protocol and 

Neighbor Coverage Probabilistic Routing Protocol (NCPR). It shows that the Neighbor Coverage Probabilistic 
Routing Protocol (NCPR) reduce the end to end delay in between nodes as compare  to Ad-hoc on demand.  
 

 

 

 

 

 

 

 

Table 1.  End- to- End Delay in AODV & NCPR 

   | N(ni) | 

16. Fc (ni)  = 
   Nc 

 

| N(ni) | 

Sr. No. No. Of Nodes End- to- End Delay in AODV End- to- End Delay in NCPR 

1 50 0.05 0.15 

2 100 0.07 0.09 

3 150 0.21 0.05 

4 200 0.29 0.18 

5 250 0.52 0.10 

6 300 1.21 0.27 
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Figure 1. Graphical representation on End to End delay in NCPR & AODV 

 
Distance Vector Protocol  on X- axis shows the number of nodes and on Y-axis shows the end to end 

delay, also red lines shows the end to end delay with Neighbor Coverage Probabilistic Protocols where the green 

lines shows the end to end delay with Ad-hoc On Demand Distance Vector Protocol. 

 

4.2 Performance of NCPR over AODV of Normalizing Routing Overhead  
 

Table 2 shows the difference  in Routing Overhead in route discovery by  using Ad-hoc On demand 

Distance Vector Protocol (AODV) and Neighbour Coverage Probabilistic Routing Protocol (NCPR)., It shows 

that the routing overhead in route discovery is reduced by the Neighbor Coverage Probabilistic Routing Protocol 

(NCPR). 

 

 

 

          

 
 
 
 
 
 

Table 2.  Normalizing Routing Overhead in AODV & NCPR 
 

  

 
 

Figure 2. Graphical Representation of Normalizing Routing  Overhead in AODV & NCPR 

 

On X- axis shows the number of nodes and on Y-axis shows the Routing Overhead , also red lines 

shows the end to end delay with Neighbor Coverage Probabilistic Protocols where the green lines shows the end 

to end delay with Ad-hoc On Demand Distance Vector Protocol 

 

4.3. Performance of NCPR over AODV of Packet Delivery Ratio in NCPR 
 

Table 3 shows the difference  in Packet Delivery Ratio by  Ad-hoc On demand Distance Vector 

Protocol (AODV) and Neighbor Coverage Probabilistic Routing Protocol (NCPR)., It shows that the Packet 

Delivery Ratio is increases by the Neighbor Coverage Probabilistic Routing Protocol (NCPR). 
 

Sr. No. No. Of Nodes 
Normalizing Routing 

Overhead in AODV 

Normalizing Routing 

Overhead in NCPR 

1 50 0.63 0.55 

2 100 2.58 1.22 

3 150 3.63 1.50 

4 200 4.70 2.01 

5 250 7.09 3.73 

6 300 20.87 7.59 
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Table 3.  Packet Delivery Ratio of AODV & NCPR 
 
 

 
 

Figure 3. Graphical Representation of Packet Delivery Ratio in AODV & NCPR 
 

On X- axis shows the number of nodes and on Y-axis shows the Packet delivery Ratio, also red lines shows the 

end to end delay with Neighbor Coverage Probabilistic Protocols where the green lines shows the end to end 

delay with Ad-hoc On Demand Distance Vector Protocol 

 

V.   CONCLUSION AND FUTURE SCOPE 
Because of less redundant rebroadcast, the proposed protocol mitigates the network collision and 

contention, so as to increase the packet delivery ratio and decrease the average end-to-end delay. The simulation 
results also show that the proposed protocol has good performance when the network is in high density or the 

traffic is in heavy load. Because of node mobility in MANETs, always there is a greater chance of frequent link 

breakages between nodes. These frequent link breakages will cause a number of rebroadcasts between nodes 

and routing overhead. The proposed system robust for reducing routing overhead in  MANETs, which uses 

additional coverage ratio, connectivity factor and high signal strength. Because of less redundant rebroadcast the 

proposed protocol mitigates the network connection, so as to increase the packet delivery ratio and decrease the 

average end-to-end delay, thus Quality of service (QOS) routing is maintained. In future this method can be 

used to check the suitability in VANETS and the same has to be implemented.  
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Packet Delivery Ratio 
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Packet Delivery Ratio 
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4 200 96.84 95.78 
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I. INTRODUCTION 
There are various ways to model a microstrip patch. This modelling is used to predict characteristics of 

a microstrip patch such as resonant frequency, bandwidth, radiation pattern, etc. Each GPS satellite transmits 

signals on two frequencies: L1 (1575.42 MHz) and L2 (1227.60 MHz). The L1 frequency contains the civilian 

Coarse Acquisition (C/A) Code as well as the military Precise (P) Code. The L2 frequency contains only the P 

code. The P code is encrypted by the military using a technique known as anti-spoofing and is only available to 

authorized personnel.  
 

A novel coupling technique for circularly polarized square ring patch antenna is developed and 

discussed in [1]. The circular polarization (CP) radiation of the square-ring patch antenna is achieved by a 

simple microstrip feed line through the coupling of a square patch on the same plane of the antenna. Proper 

positioning of the coupling square patch excites two orthogonal resonant modes with 90 phase difference, and a 

pure circular polarization is obtained. The dielectric material is a square block of ceramic with a permittivity of 

58 and that reduces the size of the antenna. 

 

The prototype has been designed, fabricated and found to have an impedance bandwidth of 1.1% and a 

3-dB axial-ratio bandwidth of about 0.03% at GPS frequency of 1573 MHz. The characteristics of the proposed 

antenna have been studied by simulation software HFSS and experiments. The measured and simulated results 

are in good agreement. In article [2], the authors have endeavoured to design a gap-coupled concentric ARMSA 

on the basis of equivalent circuit model. The inner ring is a feed, and the outer ring is a parasitic element. The 
effect of mutual coupling is also taken into account along with variation of feed point and gap between the rings. 

The gap-coupled ARMSA can be used for dual band operation and especially in mobile communication. The 

main focus is on the effect of the gap length and feed point on the radiation pattern of the gap-coupled ARMSA. 

 

A new defected ground structure (DGS) presented [3, 4] consisting of concentric circular rings in 

different configurations is experimentally studied to examine the stop-band characteristics. Unlike previous 

DGS designs, a metallic shielding is introduced at the back of the DGS to suppress any leakage or radiation, and 

this would be advantageous for microwave circuit applications. A wide stop band is demonstrated with a set of 

prototypes designed for X-band is presented. Its application to suppressing mutual coupling in microstrip patch 

arrays is demonstrated.The author [5] describes a novel compact solution for integrating a Global Positioning 

System (GPS) and a Satellite Digital Audio Radio Service (SDARS) antenna in a very small volume to satisfy 
the requirements of the automotive market. The GPS antennais a classic small commercial ceramic patch, and 

the SDARS antenna is designed in order to fit in the reduced space without affecting radiation and band 

performance of the GPS antenna.The SDARS basic geometry is a square-ring microstrip antenna operating in 

the frequency range 2.320–2.345 GHz with left-hand circular polarization (LHCP), and it is wrapped around the 

GPS patch, which receives a right-hand circular polarization (RHCP) signal at 1.575 GHz. The overall volume 

of the presented integrated antenna solution is only 30X30X7.6mm3, rendering it attractive for the automotive 

market. 

ABSTRACT: 
In this paper, we are analyse a two-concentric microstrip patch antenna for GPS application. In the 

literature survey, most of the literatures are available on different types of antennas, but few 
publications are available on microstrip patch antenna for GPS application. Microstrip patch 

antennas are very compact and low in cost. The concentric array has high directivity when 

compared to the linear array and this concept is applied to the microstrip patch. We are able to 

obtain low return loss. In view of that, we are designed a concentric circular microstrip patch 

antenna. 
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Several authors [6-11] has presented different models to obtain the optimum design. The analysis and 

design of two-concentric ring antenna has proposed dual-band for GPS applications. Here, we considered 

different dielectric materials to obtain dual-bands. 

II. ANALYSIS OF TWO-CONCENTRIC RING MICROSTRIP ANTENNA: 
There are various ways to model a microstrip patch. This modelling is used to predict characteristics of 

a microstrip patch such as resonant frequency, bandwidth, radiation pattern, etc. In this section the transmission 

line model and is presented. This model is based on some assumptions, which simplify the calculations at the 

cost of less accuracy. 

 

Figure 1 shows the proposed antenna consists of two-concentric rings arranged in a single plane above 

a single substrate. In the concentric circular ring microstrip patch antenna, the structure having physical gap is 

shown. The inner ring is fed coaxially, while the outer ring is a parasitic element. Now, this can also be shown 

as a parallel gap-coupled radiator using planar waveguide mode for inner ring and outer ring as shown in figure. 

The characteristic impedance of the two gap-coupled concentric circular ring microstrip patch antenna radiator 

can be analyzed by applying the theory of coupled microstrip antenna. 

The input impedance characteristics of the gap-coupled circular ring microstrip patch antenna can be 

analyzed. Figure which shows two-gap coupled annular ring antennas in which inner one is fed at point (x, 0) by 

a coaxial cable (a1 < x < b1), where a1and b1 are inner and outer radii of the inner ring and outer ring, 

respectively. The thickness of the substrate h is small as compared to the difference between the inner and outer 

radii of the inner ring 

The reflection coefficient can be calculated as 
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Z0 is impedance of the coaxial feed = 50 ohms 
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The return loss of the antenna is  
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Radiation pattern of antenna can be calculated by 
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Where, Eat and Ebt are the inner and outer peripheries of the tth ring respectively, at, bt, has two ring 

radius, k is wave number, J1
’ is Bessel function. 

From the above results it is evident that the above mentioned prototype isn’t best suitable for our GPS 

system. As it is said in abstract, Antennas performance should be precise so that it is compatible with our 

required system. The main disadvantages of above proposed model is that it gives very high return loss. From 

the plot of return loss it is seen that there isn’t sudden transition in plot which is required at resonant frequency 

of L1 and L2 band. Even Gain, Directivity, Radiation pattern are less for this model to be compatible.  

In order overcome above mentioned problem, we came up with another model which the same concept 

of two-concentric circular microstrip patch antenna. Some of reasons for selecting this model is that it has less 

return loss (i.e. more number with negative sign), more gain with polar plot of directivity and gain being same, 

we now concentrate on the return loss. With different dielectric constants return losses are observed and these 

materials results are presented here: Ethylene Glycol, Methanol. 
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Figure 1. Proposed model of two-concentric ring microstrip antenna 

Above figure shows the model of the second proposed antenna. Antenna consists of two-concentric rings 

arranged in a different plane (patch is sandwiched between two substrates). 
 

III. RESULTS AND DISCUSSIONS 
Figure 1 shows the proposed antenna. Using (3-4) return loss and gain has evaluated. It has the 

specifications of proposed two-concentric ring microstrip antenna are as follows: 

Effective relative permittivity εeff is12.76, thickness of dielectric substrate-1 h1=1.6mm, thickness of 

dielectric substrate-2 h2=1.6mm, inner radius of inner ring a1=22.1 mm, outer radius of inner ring b1=26.1 mm, 

inner radius of outer ring a2=29.1mm, outer radius of outer ring b2=37.1mm. 

Feed line for this type of antenna is transmission line which is applied for the outer ring. The most 

important point in this two-concentric circular ring is that inner ring radiates at L1 band (1.22GHz) and outer 

ring radiates at L2 band (1.57GHz). Using HFSS the simulations are carried out and the results are presented in 

figs. (2-4). The gain plot has shown in fig. 2. The return loss of Ethylene Glycol (εr=37), Methanol (εr=33) 

dielectric materials are found for Ethylene Glycol is - 12.48, Methanol is - 23.23, these arw shown in fig. (3-4). 

Methanol has dual-band frequency suitable for GPS application.   

 

Figure 2. Polar plot-Gain of 

 

Figure 3. Methanol εr=33 
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Figure 4. Ethylene Glycol εr=37 

IV. CONCLUSIONS 
Here, the materials used as substrates were changed and results were obtained. Upon thorough perusal 

with different materials, we came to a conclusion that Methanol and Ethylene glycol suited the best 

characteristic parameters. The overall working of antennas was studied. The major parameters that affect the 

design are studied and their implications were observed for return loss -23.23dB. The designed two-concentric 

circular ring microstrip antenna is operated at the desired frequency and power levels. Several patch antennas 
were simulated and the desired level of optimization was obtained. It was concluded that the software results we 

obtained matched the theoretically predicted results for Ethylene Glycol, Methanol materials.   
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I. INTRODUCTION 
Research on regional and global climate changes and variabilities and their impacts on water resources have 

received considerable attention in recent years. Potential impacts of climate change and its effects have been 

much in discussion but relatively fewer studies are being done on changes in water quality. From a global 

perspective, climate change is usually perceived as an increase in average air temperature. So with increase in 

air temperature, surface water temperature increases (Hassan et al 1998; and Hammond & Pryce 2001). This 

affects the water quality of river. Most of the bacteriological activities and chemical activities of the river 

increase with increase in water temperature, which reduces the dissolved oxygen in the river. 

 

The 2007 conference of the parties to the United Nations Framework Convention on Climate Change in 

Bali and the latest Intergovernmental Panel on Climate Change (IPCC) report (2007) confirmed the consensus 
among scientists and policy makers that human induced global climate change is now occurring. However, there 

is uncertainty in the magnitude of future temperature changes both at global and regional scale. So here, an 

attempt is made to model the dissolved oxygen and water temperature of river Periyar. Assessing the trend and 

modeling of dissolved oxygen and water temperature is essential to understand the water quality of Periyar river 

with increasing water temperature.  Kerala is the land of rivers and backwaters that criss-cross the state physique 

like blood veins. They fertilize the land and turn the waste into the wealth of rich, black alluvial soil. The 

lowlands or coastal area, made up of river deltas, back waters and the Arabian coast, is eventually a land of 

coconuts and rice. Aggressive human intervention, especially indiscriminate sand mining in almost all of  

Kerala’s major  rivers including  Periyar ,  Pampa, Manimala, Achankovil etc has driven almost all the 

tributaries, which once used to facilitate agriculture activities and water transport  in the region, to the verge of 

death.Periyar river, the largest river in Kerala, originates in the Sivagiri hills along the border of Kerala-Tamil 
Nadu. It eventually, flows into the Vembanadu Lake and to the Arabian Sea. The famous Thattekadu wildlife 

and bird sanctuary is situated on the bank of Periyar river at the side of Mullaperiyar river dam.  Unlike other 

rivers, Periyar flows through ecologically sensitive areas as well as through Kerala’s highest industrial belt. 

ABSTRACT: 

Numerous studies has been done on the water quality of river Periyar, South India. Most of the 

studies are done when a pollution event occurs. Such random analysis does not suffice the need for 

a management plan. Inorder to prepare a management plan, understanding past and present trend 

of the river is very much important. Moreover, prediction of future will give a clear pathway in 

preparing the framework for conservation of river. Here, in this article, variation of water 
temperature and dissolved oxygen through 28 year time period is evaluated using trend analysis. 

Then, surface water temperature and dissolved oxygen are modeled using QUAL 2K with 2007-

2008 monthly data. WEAP water quality model was used for forecasting of QUAL 2k model. From 

the analysis, we could find that there is an annual increase in surface water temperature and 

decrease in dissolved oxygen per year. QUAL 2K model shows that the trend of surface water 

temperature and dissolved oxygen in the river  is in agreement with the calibrated 2008 and 2013 

data. From the WEAP analysis, we could observe that by 2030 surface water temperature of the 

river would be 29oC and dissolved oxygen would be 3.7mg/l. Such studies will help in evaluating 

new management plans for the future health of the river.  

 

Keywords: Dissolved oxygen, Forecast, QUAL2K, Surface water temperature, Trend analysis, 

WEAP, Water quality modeling.  
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The stretch between Angamaly and Kochi is highly critical as it is an industrialized zone along the river 

basin.   Eloor, an island of 11.21 sq km within this riverine system at this region  itself accommodates more than 

247 industries of which 106 produce chemicals , including Hindustan Insecticide Limited (HIL), Fertilizers and 

Chemicals Travancore Ltd (FACT), Indian Rare Earths Ltd, Travancore Cochin Chemicals, Cochin Minerals 

and Rutile Ltd (CMRL) etc.  Hence the Eloor - Edayar region along the periyar river about 20 km from the point 

where the Periyar  River meets the Lakshadweep Sea, presents a typical example of industrial pollution. 

According to the report of Green peace 2003 year, the industries   take considerable amount of fresh water from 
Periyar River and discharge treated or partially treated effluents that amount to more than 170 million litres per 

day. Analysis of the past trend and present status of the river is imperative for establishing strategies for future 

health and management of the rivers. 
 

Mathematical modeling is a useful tool to validate the estimations of pollutant loads into an aquatic 

environment, to establish cause–effect relations between pollution sources and water quality and also to assess 

the response of the aquatic environment to different scenarios. The simulations results are a useful management 

tool that can assist policy makers in determining realistic strategies that take into account the basin specific 

conditions and also in predicting the effect of accidental discharges or additional pollutant loads. 
QUAL2K is a one dimensional, steady-state model of water quality and in-stream flow. It is neither stochastic 

nor dynamic simulation model. The QUAL2K model can simulate up to 16 water quality determinants along a 

river and its tributaries (Brown and Barnwell 1987). The river reach is divided into a number of subreaches of 

equal length. The model uses the following assumptions: (a) the advective transport is based on the mean flow, 

(b) the water quality indicators completely are completely mixed over the cross-section and (c) the dispersive 

transport is correlated with the concentration gradient. The model allows the user to simulate any combination 

of the following determinants: (a) Dissolved Oxygen, (b) Temperature, (c) Phosphorous, (d) Nitrate, 

Nitrite,Ammonium and Organic Nitrogen, (e) Chlorophyll-a, (f) up to three conservative solutes, (g) one non-

conservative constituent solute, and (h) coliform bacteria. 
 

II. METHODOLOGY 
Secondary data of variables from the Periyar River during 1980-2008 was obtained from the Kerala 

State Pollution Control Board, Indian Meteorological Department, Neeleswaram station of Central Water 

Commission, Kochi for surface water temperature & dissolved oxygen, air temperature respectively.  In order to 

understand the relation between dissolved oxygen and hydro climatic variables in the river especially surface 

water temperature, primarily a trend analysis was performed for all the variables.  Thirty years annual average 

data of surface water temperature, air temperature and dissolved oxygen are used for analyzing the trend. 

30years is taken as the time period and average annual data as the time unit. Difference of data between the first 

year and second year are recorded. Continuing in this manner, the recording for the difference in data between 
each time unit is carried out until the 30 year time period is over. Add all the data to get total for all the time 

units. Divide the sum total by the number of time units over the time period. This data is then subjected to 

correlation and simple linear regression statistical analysis using SPSS 6.1 software. The equations obtained 

from the linear regression analysis are used to predict values of surface water temperature and dissolved oxygen 

of the river from the air temperature 
 

QUAL2Kw is one-dimensional, steady state stream water quality model and is implemented in the 

Microsoft Windows environment. It is well documented and is freely available (http://www.epa.gov/). The 

model can simulate a number of constituents including temperature, pH, carbonaceous biochemical demand, 

sediment oxygen demand, dissolved oxygen, organic nitrogen, ammonia nitrogen, nitrite and nitrate nitrogen, 

organic phosphorus, inorganic phosphorus, total nitrogen, total phosphorus, phytoplankton and bottom algae. 

QUAL2Kw is one-dimensional, steady state stream water quality model and is implemented in the Microsoft 
Windows environment. It is well documented and is freely available (http://www.epa.gov/). The model can 

simulate a number of constituents including temperature, pH, carbonaceous biochemical demand, sediment 

oxygen demand, dissolved oxygen, organic nitrogen, ammonia nitrogen, nitrite and nitrate nitrogen, organic 

phosphorus, inorganic phosphorus, total nitrogen, total phosphorus, phytoplankton and bottom algae. 

QUAL2K is a river and stream water quality model (Brown and Barnwell 1987) and is similar to the older 

version in the following respects: 

 One dimensional. The channel is well-mixed vertically and laterally. 

 Branching. The system can consist of a main stem river with branched tributaries. 

 Steady state hydraulics. Non-uniform, steady flow is simulated.  

 Diel heat budget. The heat budget and temperature are simulated as a function of meteorology on a diel 

time scale. 

 Diel water-quality kinetics. All water quality variables are simulated on a diel time scale. 

 Heat and mass inputs. Point and non-point loads and withdrawals are simulated. 
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For QUAL2K modeling, the river is divided into 7 reaches.  Reach of the river is decided based on the 

effluent discharge point to the river. First reach of the river is the upstream of the river with no industries along 

the river. Second reach starts with the beginning of industries along the river to the Pathalam earthen bund.  The 

third reach begins from the Pathalam bund to the discharge point of Sudchem. The Fourth reach starts from the 

discharge point of sudchem to Travancore Cochin Chemicals. The Fifth reach is from the Travancore Cochin 

Chemicals to the Pallikadavu discharge point, which is devoid of any industry. The sixth reach starts from 

Pallikadavu to Eloor ferry. The seventh reach of the river is from the discharge point of the Kuzhikandam canal 
to Eloor Ferry. Temperature and Dissolved Oxygen was modeled using QUAL 2K. Data collected from the 

sampling site and secondary data from the literature were used for modeling.   

 
 

Figure 1: Showing of sample site. 

 
 Here, initial parameter set is selected from the analysis result of the sample collected, followed by 

revisions to improve agreement between model results and measured data.  Final parameters are then chosen to 

optimize the agreement between the modeled results and the measured data.  Ideally, the range of feasible values 

is determined by measured data.  For some parameters, however no observations are available.  Then, the 

feasible range is determined by parameter values employed in similar models or by the judgment of the modeler 

(Ceres and Cole, 1994). 

Prediction of these parameters to the periyar river is done using WEAP water quality model. WEAP is 

a microcomputer tool for integrated water resources planning. Developed by the Stockholm Environmental 

Institute (SEI), the WEAP model provides a tightly integrated planning and water resources simulation 

environment that draws upon expertise in policy and decision making, water resources, and financial analysis 

(Sieber et al., 2005). 

Here using WEAP, the water temperature and dissolved oxygen are predicted.  Two steps are involved 
in the process. Current accounts year is chosen to serve as the base year of the model. Then, a reference scenario 

is established from the current accounts to simulate likely evolution of the system. The predicted data range 

from 2009-2030. 

III. RESULT 
River has its own behavioral trend across time. Analysing the trend helps in understanding the river. In order to 

plan the future course of action we need to analyze the past. Here, we have collected secondary data of surface 

water temperature, air temperature and dissolved oxygen of Periyar river and it is given in the table below. 

     Table1: showing 28 year data for Air temperature, Water temperature and Dissolved Oxygen 

Year       Air 

Temperature 

     Water 

Temperature 

     Dissolved        

      Oxygen 

    

1980      28.02      29.3          3.58 

1981      27.81      31.1          7.05 

1982      27.9      30.4          5.1 

1983      27.91      29.6          6.67 

1984      27.48      28.5          7.04 

1985      27.67      30.3          6.63 
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1986      26.46      31.4          7.0 

1987      28.41      28.8          6.66 

1988      27.97      29.0 

 

         6.65    

1989      27.54      28.3            6.5  

1990      27.66      28.8           7.11    

1991      27.86      28.6           6.55 

1992      27.43      27.4           6.59 

1993      27.53      27.4           6.84 

1994      27.54      27.4           7.0 

1995      27.61      26.5          7.17    

1996      27.72     28.2          7.26 

1997      28.02     28.7          6.8   

1998      28.13     28.8          6.7 

1999      27.42     24.9          6.84  

2000      27.44     26.1          6.84 

2001      27.49     26.5          6.62 

2002      27.73     27.8          5.08 

2003      27.91     28.3          5.41   

2004      27.604     28.08          5.98 

2005      28.69     27.9          5.7  

2006      27.65     28.0          6.19 

2007      27.7     27.75          5.54 

2008      27.68     28.83          5.14 

   

   
    
    

                
Figure 2: Variation of Air Temperature             Figure 3: Variation of Water Temperature from 1980-

2008                                                                                             1980-2008  
 

 

From the graph, we could observe that air temperature displayed values within 27  oC and 29 oC with one 

exception during 1986, where the temperature went below 27 oC. The historical data analysis shows that air 

temperature and water temperature increases through the years till 1999 after which temperature dips down and 

then increases after 2000. Dissolved oxygen graph indicates a zig- zag variation but the overall trend of 

dissolved oxygen in the river is decreasing. 
 

 
Figure 4: variation of dissolved oxygen from 1980-2008 
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Table 2: Result of Trend analysis variable 

 

       

Relationship between hydro climatic variables  air temperature, water temperature and dissolved 

oxygen are studied using correlation coefficient (SPSS 16.1). Correlation analysis of air temperature and water 

temperature shows positive correlation that is increase in one variable invariably, increases the other variable. 

Whereas correlation analysis between dissolved oxygen and water temperature shows negative correlation that 

is, increase in water temperature decreases dissolved oxygen in the river. 
Furthermore, to establish the relation between variables, simple linear regression analysis was performed 

between air temperature and water temperature, dissolved oxygen and water temperature and equations are 

derived.  The regression equations are as follows; 

Water Temperature = 22.858 + 0.202 x Air temperature      ----I 

Dissolved oxygen= 9.197 – 0.103 x Water temperature-------II                                 

 
Fig 5:  Graph of Temperature Modeling 

                                     

Table 3: Temperature Model Data 
 

 

 

 

 

 

 

 
 
 

 

From the graph we could observe that the calibration using the April – may 2008 (average) data is in sync with 

the model data except for the last two reaches of the river. Using Qual 2k we could develop a good temperature 

model. Graph of temperature model with April 2007 – March 2008 as model data and April – May 2008 & 2013 

average as calibrated (observed) data. In this temperature model also we could find that the observed 

temperatures of the last two reaches are not in corroboration with the model. Observed temperature values of the 

last two reaches are slightly above the model in which temperature of the last reach is above the maximum 

temperature data. Graph controlling the model, calibration data of 2008 and 2013 shows that calibrated data of 

all reaches are in agreement with the model data. Temperature model is found to slightly decrease towards the 

lower reaches 5, 6 & 7. Temperature is found to decrease slightly towards the reach 5 and then increase towards 

reach 6 and 7.Calibration model and the calibration values are very low in the reach 1 and are found to increase 
for reach 2 and 3. Model is found to be steady towards reaches 3 and 4, then the graph lowers slightly towards 

reach 5 and then the graph increases steadily. Calibration data of 2008 and 2013 shows similar trend with the 

model. 

         S.No       Variable          Trend 

            1        Water 

temperature 

        +0.012
o
C/yr 

            2          Air 

temperature 

     +0.018
o
C/yr 

            3      Dissolved                 

      Oxygen 

             -

0.065mgO2/l/yr 

    

       Model Calibrated2008 Calibrated2013 

Reach 1  28.5 29 29 

Reach 2  28.2 28.2 28.4 

Reach 3 28.7 29 29.1 

Reach 4 28.79 29 29 

Reach 5 28.5 28.5 28.9 

Reach 6 28.8 29.5 29.6 

Reach 7 29.25 30.5 30.6 
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3.1 Dissolved Oxygen  Model of the River Periyar 

 Model was prepared with monthly dissolved oxygen data of river Periyar from April 2007 – May 2008 

the data was calibrated with dissolved oxygen April – May 2008 & 2013. 

Table 4: showing Dissolved oxygen model data 

Model data Calibration data 2008 Calibration data 2013 

      6.9               6.08                5.9 

      6.5                5.3                5.5 

     6.62               6.68                5.6 

      6.4               5.67                5.1 

      6.7                6.4                6.0 

     3.78               5.47                4.0 

     3.27               2.33                2.0 
 

 

 
Fig 6: Graph of Dissolved Oxygen modeling 

From the graph it is clear that the model developed shows that it is very much in agreement with the  calibrated 

DO value of 2008 and 2013 (April – May average) values vary from the calibrated /observed values of the 

model for the model reaches 1, 6,& 7. Forecasting of temperature data is done using WEAP (Water Evaluation 
and assessment program). 

 

Below Periyar river Headflow
Water Temperature (monthly)

Apr

2007

Jan

2008

Oct

2008

Jul

2009

Apr

2010

Jan

2011

Oct

2011

Jul

2012

Apr

2013

Jan

2014

Oct

2014

Jul

2015

Apr

2016

Jan

2017

Oct

2017

Jul

2018

Apr

2019

Jan

2020

Oct

2020

Jul

2021

Apr

2022

Jan

2023

Oct

2023

Jul

2024

Apr

2025

Jan

2026

Oct

2026

Jul

2027

Apr

2028

Jan

2029

Oct

2029

20

0

 
Fig 7: Graph showing Forecasting of Temperature Using WEAP. 

From the graph we could observe that the surface water temperature will be 29oC by 2030.  Forecasting of 

dissolved oxygen is done to the 1980-2007 data through time series forecasting of water quality model, water 

Evaluation and Assessment Program (WEAP) 
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DO Concentration (monthly)
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Fig 8: Graph Showing Forecasting of Dissolved Oxygen using WEAP 

From the graph we could observe that by 2030 dissolved oxygen of the river would be 3.7 mg oxygen /l. 

IV.   DISCUSSION 
Trend analysis of 30 year surface water temperature shows an increase of +0.012oC /yr and dissolved 

oxygen of -0.065mg oxygen/yr. So, with increase in surface water temperature, the dissolved oxygen in the river 

is decreasing. Temperature model of the river with qual2k indicates that the calibrated values (2008 and 2013) 

are slightly higher from the model data, but the trend along each reach is similar for both model and calibrated 
data. For dissolved oxygen model, the calibrated values (2008 and 2013) are slightly lower than the model data, 

but the trend is similar to the model along each reach throughout the river. Forecasting using WEAP water 

quality model clearly indicates that the average surface water temperature will be 29oC whereas dissolved 

oxygen will be 3.7mg oxygen /l by 2030. 

Currently the river receives 25314m3/day of effluent discharge. As water temperature increases, the 

rate of chemicals discharged to the river increase its reactions, which in turn affects the biological activity, 

further lowering the dissolved oxygen in the river. Inter governmental Panel on Climate Change projects that an 

increase in average temperature of several degrees as a result of climate change will lead to an increase in 

average global precipitation over the course of the 21st century. With increase in runoff and precipitation water 

will carry higher levels of nutrients, pollutants and pathogens, which will reduce the water quality. Moreover, 

increase in water temperature can lead to a bloom in microbial populations which affects the health of the river. 

With increase in water temperature, self –purifying capacity of the river decreases further reducing the 

dissolved oxygen. With surface water temperature  at 29oC , dissolved oxygen at 3.7mg/l  and with  effluent 

discharge to the river continuing at the present scenario, by 2030 the Periyar river will be in grave condition. 

Immediate plans and management action needs to be done in regeneration and sustenance of dissolved oxygen 

in Periyar river. 
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I. INTRODUCTION 
The efficient optical virtual path network (OVPN) is the recent provisioning mechanism over WDM mesh 

network by considering the effect of polarization mode dispersions (PMD) [1]. The competitive market 

pressures demand that service provider continuously upgrade and maintain their networks to ensure they are 

able to deliver higher speed, higher quality application and services to the customers. The QoS based disjoint 

path (DJP) algorithm for dynamic routing in WDM network improves the blocking probability [2]. The WDM 

routed networks provide an optical connection layer which consists of several light paths. Light waves 

traversing through a wavelength-routed optical network encounter progressive linear and non-linear interactions 
[3]. The delay model and its application for fiber material selection in order to optimize a suitable OVPN 

connection with minimum delay [4]. A light path is defined as an optical connection from the source to 

destination node. In WDM network, the most important issue is routing and wavelength assignment. In this 

paper a new algorithm for provisioning of high speed optical connection is proposed by considering the effectof 

dispersion in the fiber. 

The concept of QoS in communication system is closely related to the network performance of underlying 

routing system. Quality of service can be defined as the collective effect of service performance which 

determines the degree of satisfaction of user of the service. The physical layer impairments and issue challenges 
are considered in the way of optimum routing [8].At the time of efficient connection provisioning various linear 

and non-linear impairments has to be considered without physical layer impairment awareness, a network layer 

provisioning algorithm should not guarantee for signal quality. Some of linear impairments are PMD, Chromatic 

dispersion, waveguide dispersion, modal dispersion, attenuation, Amplifier spontaneous emission, insertion 

losses. Some of non–linear impairments are self-phase modulation, cross phase modulation, four wave mixing, 

ABSTRACT: 
In this work, theissueofconnectionprovisioning andperformanceanalysisin wavelength division 

multiplexing (WDM) network is considered. We  ensured the quality of service (QoS) requirement of 

the connection requests from the client in the optical networks.  While designing WDM system, the 

physical layer impairments (PLIs) incurred by non-ideal optical transmission media, accumulates 

long the optical path degraded the QoS. For high transmission speed Dispersion become a 

consider able degradation factor and in this work will be concentrated on the effects of dispersion on 
fibered sign parameters such as band width, delay etc. The overall effect of dispersion is described in 

terms of quality factor (Q-Factor) and improvement in blocking probability is observed over 

proposed algorithms and traditional algorithms. In this work the light path provisioning mechanism 

is based on both Q-Factor and blocking probability. Each path is provisioned that satisfy the 

requirement of client in the network model. A proposed algorithm and the traditional algorithm 

provide the improvement in blocking probability for incoming requests while considering 

impairment issues. In this work, the impact of dispersion on transmission performance of WDM 

network, by ensuring the QoS requirements, is evaluated. It is necessary to provide the best service 

to the customers. The aspect WDM network model can be specified in terms of QoS parameters such 

as bandwidth and delay. The QoS requirement, in terms of Q-Factor, is associated with the optimum 

light path. For high transmission speed, the dispersion becomes a considerable degradation factor. 

This work improves the blocking probability while performing the optimum routing. 
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stimulated Raman scattering etc. In this paper, Q-Factor is defined as the cost of the network. In the proposed 

algorithm, the QoS requirement is considered the bandwidth for each path and delay in the fiber due to pulse 

spreading. This paper discussed the improvement in the blocking probability for proposed algorithm for DJP 

and shortest path (STP). The QoS based optimum path provisioning mechanism for WDM network by 

considering maximum bandwidth and minimum delay for each path. 

II. ROUTING MECHANISM 
In this paper, the QoS is defined in terms of Q-Factor, which is computed in terms of maximum bandwidth 

and minimum delay associated with the optical fiber light path. The routing and wavelength assignments are 

necessary for improving the quality of service [6-7]. The maximum value for the Q-Factor is the optimum 

requirement for the connection request while calculating Q-Factor. The linear impairment factor dispersion is 

considered in this paper. Due to dispersion pulse is spreads and hence delay for the transmitted signal. The route 

with minimum delay are optimum path for routing and should have minimum number of node, for minimizing 

network cost but for the bandwidth, the optimum path is the path which provides maximum bandwidth value. 

III. SYSTEM MODEL 
The wavelength routed optical network consists of optical cross connects, optical add and drop 

multiplexers, which are connected through WDM links. This system consisting of three layers, the provider 

edge layer (PEL), optical core layer and client layer, shown in figure 1. 

 

 

 

 

 

Figure1. System model topology 

Provider edge router (PER) belongs to the light path client, which provides the light path services and 

interface between clients. The optical core router (OCR) is not connected to the client directly. In provider layer 

the PER are responsible for all non-local management function such as management of optical resource 

configuration and capacity management, addressing, routing, topology discovery, traffic engineering 

andrestoration etc. PER maintain the traffic matrices (TM). The Traffic Matrices maintains the network as well 
as physical layer impairments (PLI). The PLI constraints are such as bandwidth, delay and dispersion and Q-

factor matrices for all the possible light path connection in the network belongs to all the layers. 

The virtual network model [1] is considered as shown in figure 2.In thisnetwork, a client (m) communicated 

with client (n) via source PER i to destination PER j.Connectivity in a system is determined by link and 

wavelength present or not. If linkpresent between two nodes, connectivity is taken as 1 otherwise it is taken as 

0.Similarlywavelength is available between two nodes is taken as 1 otherwise it is taken as 0. 

 

 

 

 

 

 

 

Figure2. Network topology 
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IV. REQUIRED Q-FACTOR FOR CLIENT POINT OF VIEW 
The problem formulations are based on the different QoS parameters such as Q-factor in terms of 

bandwidth and delay. The Bandwidth and Delay requirements for client „m‟ to client „n‟ from light path source 

„s‟ to destination „d‟ are respectively  BW(m, n, s, d) and DPMD(m, n, s, d) .If QFR (m, n, s, d) is the required Q-
Factor then it can beformulated [4] as 

 

(1) 

 

V. REQUIRED Q-FACTOR FOR SYSTEM POINT OF VIEW 
The required Q-Factor has been computed in terms of bandwidth, delay and Q-Factor as follows; 

a) Bandwidth computation for light path 

Assume physical layer constraints are dispersion coefficient and link length. If B (i, j) is the bandwidth 

between link „i‟ and „j‟ then it can be formulated [2] as 

 

 (2) 

 

 

Where σ, DSpmd(i,j), L(i,j)  are the pulse broadening factor, dispersion coefficient and link length of the 
fiber respectively. 

b) Delay computation for light path 

Differential time delay lies between two modes in the fiber. The delay is due to the effect of polarization 

mode dispersion. It can be formulated [1] as 

   

 (3)  

 

c) Q-Factor for light path 

If Q(i, j) is the computed Q-factor for a link pair „i‟ and „j‟ ,then it can be formulated as- 
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d) The total Q-Factor 

If the minimum bandwidth and the maximum delay for every link (i, j) consisting of source to destination 
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VI. BLOCKING PROBABILITY 
The blocking probability can be defined as the ratio of total number of connection blocked to the total 

number of connection required. If BP(m, n, s, d) is the blocking probability from client „m‟ to client „n‟ via light 

path source „s‟ to destination „d‟. It can be formulated [5] as 

 

     (5)             

 

Where TNCB is total number of connection blocked and TNCR is the total number of connection is 

required. 

VII. ALGORITHMS AND FLOW CHART 
In this paper two types of algorithms are compared are shown in figure 3. 

1. Conventional shortest path algorithm (STP, n=1) 

2. Proposed disjoint path algorithm (DJP, n=1:N) 

The connections are blocked by two ways, if required Q-factor is greater than computed Q-factor 

(QFR>QFC) and links are busy. 

 

Figure3. Algorithm flow chart 

The main steps in the algorithm are given below 

Step1: To compute the entire disjoint path and the Q-factor for all these paths and arrange them in the ascending 

order of Q-factor. 

Step2: To start j=1, for first request (j=1: M,where M is the total no. of request). 

Step3:To start n=1, for first path (n=1 for STP, n=1: N, where N is the total no. of disjoint path) 

Step4:Tocompare required Q-Factor with the computed Q-factor for the entire disjoint paths whenever it is 

satisfied go to step 6. 

Step5: To Increase the path number n=n+1, and go to step 3.If entire path checked then connection is blocked. 

Step6: To check availability for wavelength, then blocking probability is to be computed, if it not present go 

back to step 5 otherwise connections is established. 

Step7:To Increase the path number j=j+1, and go to step 2. 

Step8: To compute blocking probability. If entire request completed then end the program. 

( , , , )
( , , , )

( , , , )
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VIII. SIMULATION 

Simulation is performed for WDM network with different nodes and links. The simulation model is shown 

in figure 4. 

 

 

 

 

 

 

 

 
 

 

Figure4. Simulation model 

This simulation model consists of 6 nodes and 10 links.In this simulation the value of various parameter are 

fixed. It is tabulated in table 1. 

TABLE1: Simulation Parameter 

Parameters Parameter value 

1. Polarization mode dispersion 

coefficient(ps/  

DSPMD (i , j) 

0.2 

2. Wavelength (nm) 

  

1300-1600 

3. Pulse broadening factor 
  

0.1 

 

The simulation result is for source 3 to destination 5. For this we considered 10 disjoint paths, and for each 

path computed minimum bandwidth and maximum delay is considered. In this paper Q-Factor is computed by 

taking ratio of minimum bandwidth to maximum delay for each path is shown in table2. In this table, 4 optimum 

paths are chosen out of 10 paths. The paths, in which minimum and maximum Q-Factor are 35.4 and 70.7 

respectively.The Q-factor for shortest path is 50.5.  

TABLE 2: Simulation connection for STP and DJP 

 

The comparsion are shown in figure 5, in which single STP has 4 wavelength. The STP can handle 
maximum  4 request at time whenever it is greater than QFR, but in case DJP entire requests are handled, due to 

more number of QFC associated with DJP paths , are available. 
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Figure5. Comparsion of Q-Factors 

In each path 4 wavelengths are available. As the number of request increased blocking probability are also 

increased for STP and DJP. The blocking probability is about 90% for STP and 60% for DJP. The 

improvements in blocking probability for disjoint path (DJP), over shortest path (STP) are shown in figure 6 (a). 

The QoS requirement from clients in the optical network are also analyzed for source-destination pair (1,5) and 

(2,5). The figure 6b and 6c shows the plot of corresponding blocking probability. The blocking probability is 

calculated from the number of call blocked and the total number of call generated as given in equation number 

5. Our proposed algorithm helps to analyses both bandwidth and delay in terms of Quality Factor. This 

algorithm determine the best possible path between source and destination pair for each connection request and 

select the best possible path based on the requirement of the client.   

 

 

 

 

 

 

 

Figure 6a. blocking probability comparsion for STP and DJP. 

 

 

Figure 6b blocking probability for s-d pair(1,5) 
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Figure 6c blocking probability for s-d pair(2,5) 

IX. CONCLUSION 

In this paper we have presented the improvement of DJP algorithm over traditional STP algorithm, by 

considering physical layer impairments. In case of light path, provisioning is based on Q-Factor. The responding 

path will be a guaranteed service. The proposed method provides a light path selection mechanism, which is 

flexible to the service provider as well as client. 
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I. INTRODUCTION: 
 Image segmentation is the process of classification of pixels in an image into different clusters that 

exhibits similar features like color, intensity or texture. It should be noted that several general-purpose 

algorithms have been implemented for color image segmentation. A brief survey on image segmentation 

techniques is given in ref [1].  Segmentation process should be stopped when the region of interest is segmented 

from the input image. Image segmentation can be used in several applications and the region of interest may 

differ for different applications. Hence, none of the segmentation algorithm satisfy the global applications. Thus 

image segmentation is a challenging task for researchers. Image segmentation algorithms can be classified into 

four approaches namely: 1) Threshold-based 2) Boundary-based 3) Region –based 4) Hybrid-based techniques. 
Threshold-based techniques are based on the assumption that the neighboring pixels whose value lies below a 

certain range belong to same group[2]. Boundary-based techniques are based on the assumption that the pixels 

intensity change abruptly at the boundary between two regions [3,4]. Region-based techniques are based on the 

assumption that the neighboring pixels in the same region have similar features like grey-value, color-value or 

texture. Hybrid techniques integrate the results of both region based and boundary-based [5-7]. In region-based 

technique the performance of the segmented image mainly depends on the selected homogeneity criterion. 

Seeded Region Growing (SRG) technique is controlled by the set of initial seeds. Given the initial seeds, SRG 

tries to find the accurate segmentation of images into separate regions with the property that the neighboring 

pixels of a region meets exactly one of the seed. These initial seeds are the key point from which the regions 

start growing. Change in seed pixel will affect the final segmentation. Hence, selection of initial seed has a great 

impact on final segmentation. By optimizing the threshold values we can improve the accuracy of the segmented 

image. In this paper we propose an algorithm for initial seed selection which is optimized using cuckoo search 
algorithm.  

 

Overview of the Algorithm: Fig:1 shows the general block diagram of our proposed algorithm. Initially the 

input color image is converted into grey scale image. Secondly, the histogram of the particular image is drawn. 

From the histogram thresholds are generated. From the generated threshold, using entropy as the fitness function 

optimal threshold is selected using cuckoo search algorithm for initial seed selection. Fig .2 shows the input 

image and the histogram of the gray scale image. 

 

Threshold Optimization using Cuckoo Search: Optimization is a process of making something as fully 

perfect, effective or functional as possible. Optimization is restricted by the lack of full information about 

something and the lack of time to evaluate the full information. Hence optimization deals with finding best 
values of variables so that the values of a fitness function becomes optimum. This search starts with a random 

feasible solution, and then moves its neighborhood solution from its current position and accepts the new 

 solution if and only if it improves the fitness function. 

ABSTRACT: 
Image segmentation is the process of grouping pixels into different distinct regions. Seeded Region 

Growing (SRG) is a method of image segmentation,  in which a pixel is used as seed pixel from which the 

regions start growing. Different seeds provide different results. In this paper we propose a threshold 

optimization technique using cuckoo search optimization algorithm for initial seed selection. The cuckoo 

search algorithm is used to find the optimal threshold values which maximize the fitness function.  

KEYWORD: Seeded Region Growing, Cuckoo Search, Optimization 
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Fig 1: General Block Diagram 
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Fig 2: a) Input RGB Image  b) Gray scale Image c) Histogram of the gray scale image 

 
2.2  Cuckoo Search Algorithm: Cuckoos are brood parasite. They lay their eggs mostly in the nest of other 

host birds. If a host bird found that the egg in the nest is not their own, they will either destroy the eggs by 

throwing away or they will build a new nest elsewhere. Some cuckoo species can imitate the color and pattern 

of the eggs of the chosen nest. This mimicry will reduce the probability of cuckoo eggs being abandoned and 

therefore increases their re-productivity. Cuckoo search can be described by three generalized rule [8]: 1) Each 

cuckoo lays one egg at a time, and dump its egg in randomly chosen nest; 2) The best nests with high quality of 

eggs will carry over to the next generations; 3) The number of available host nests is fixed, and the egg laid by a 

cuckoo is discovered by the host bird with a probability pa = [0, 1]. In this case, the host bird can either throw 

the egg away or abandon the nest, and build a completely new nest. For an optimization problem the fitness is 

proportional to the value of objective function. 

 

2.3 Implementation: This proposed method is based on the search of thresholds that optimizes the objective 
function such as entropy. Entropy based thresholding considers the histogram of the image as a probability 

distribution and selects an optimal threshold value that yields maximum entropy. A best entropy thresholded 

image contains more information. In seeded region growing the initial seeds selected should contain more 

information about a particular region. So pixel values greater than the optimized threshold are selected as the 

initial seeds. The entropy calculation as described by T.Pun [9]  is summarized here: 

Let x1, x2, x3, ……, xn be the observed grey level and 

 

,                ,              I = 1,2,3……N 

Where n is the grey level and N is the total number of pixels. The entropy is given as  

 
Where, 

and  

Finally, 
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Where,    and  

This function f(s)is taken as the fitness function. S is the threshold value which maximizes the fitness 

function f(s).To implement cuckoo search, the population of the host nest xi = 1, 2, ……. , N is randomly 

initiated. From the population of the host nest, a cuckoo, say „I‟ is randomly chosen and its fitness function Fi is 

evaluated. Choose a nest „j‟ randomly and calculate its fitness function Fj. If Fi > Fj , replace j by the new 

solution „I‟.  Thus a fraction of worst nest is abandoned as new ones are built. Keep the best solutions and find 
the current best. Thus the threshold for initial seed selection is optimized using cuckoo search and this optimized 

threshold is used for initial seed selection. 

 

II. RESULTS AND DISCUSSION: 
 The performance of the proposed seed selection algorithm based on cuckoo search optimization 

technique is evaluated. Some experiments with test images from publically available Berkely dataset are 

presented to illustrate the key features of the proposed method.  

 

Table 1: Optimal Threshold value and their fitness value 
 

Input Image Thresholds Generated Optimal Threshold Fitness value 

 173 

173 0.8448 

33 

216 

235 

178 

195 

192 

113 

172 

64 

 124 

125 0.8398 

111 

197 

204 

67 

135 

125 

170 

185 

195 

 

 

Table: 1 shows the test image, number of thresholds generated and the optimal threshold values and the 

objective values achieved by the proposed method. Fig 3 and fig 4 shows the input image and the initial seed 

map for the optimal threshold. 
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Fig 3:  a) Input Image b) Histogram of gray scale image c) Initial Seed Map 
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Fig 4: a) Input Image b) Histogram of gray scale image c) Initial Seed Map 
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III. CONCLUSION: 
 A seed selection algorithm using cuckoo search optimization is proposed in this paper. The population 

of the host nest is randomly initiated and from the population best threshold is chosen using the fitness function. 

This threshold is used as the optimal threshold for initial seed selection. A best entropy thresholded image 
contains more information. Hence, seeds generated using entropy thresholding will contain more information 

about a region and will provide better segmented image. 
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I. INTRODUCTION 

The serviceabilitylimit of concrete structures by cracking might be overcome by crack control 

methodologies; the enhanced service life of concrete structures would reduce the demand for crack maintenance 
and repair. In particular, the utilization of self-repairing technologies has high potential as a new repair method 

for cracked concrete. The usual approaches  for  repair of  structural concrete  are:  polymer 

injection, prestressing,Geomembranes, and polymer wraps.These techniques seek a ductile, less brittle failure. A

ll ofthem are based on addition of a repair materialto concrete from the outside in; We add the materials from in

side the concrete to repair. Our technique is to develop self-repairing concrete consists of embedding repairing 

materials in hollow ducts in the repairing zone before it is subjected to damage or crack. Therefore when cracks 

occurs this repairs materials will released from inside duct and it will enter the repairing zone. Where it will 

penetrate into cracks and rebound to mother material of structure. The cracking and damages are associated with 

low tensile strain capacity of concrete, get repaired with our chemical present inside. Thus we repair the 

problem where it occurs and just in time automatically without material intervention. Hence technique we 

utilized does precisely that it adds more materials to the concrete repair zone from inside upon demand when it 

is triggered by events such as cracking. Our approach consists to address the bonding problem of repair material 
from inside the concrete therefore definitely better technique compared to other methods. It is seen that self-

repairing performs better because the resin is flexible itself and keep on releasing the each brittle failure that is 

cracks. The internal released stiff resins are less brittle, more ductile and stronger in tension as compare to 

concrete. This type of technique is useful for structural member subjected to bending, shear cracks, etc. This 

approach of self-repairing is useful for bridges having pre-stressed box girders where dynamics, moving loads 

cyclic loads are in huge quantity and development of minor to major cracks possibility is more. 

 

II. WORK EXECUTED BY DIFFERENT RESEARCHERS 
In literature survey last 20 years different research has develop the self-repairing techniques in different 

country under different climatic conditions, assumptions, and materials, etc. Out of which Dr. Carolyn Dry from 

USA has developed the practical technique of Development of self-repairing durable concrete [1]. In his work 

investigation was made into development of transparent polymer matrix composites that have the ability to self-

repair internalcracks due to Mechanical loading. In his work focused on cracking of hollow Repair fibers 

disposed in a matrix and subsequent release of repair chemicals in order to visually assess the repair and speed 

of repairs in the impact test the polymer specimen was released in ten seconds. Similarly, Mihashi and Yoshio 

proposed incorporating glass pipes containing the repairing agent into the concrete for self-healing capabilities 

to restore strength and for the prevention of water leakage [2]. This concept was also utilized by Li et al. who 

incorporated hollow glass fibers containing ethyl cyanoacrylate, a thermoplastic monomer, into the mix [3]. This 

filled hollow-fiber method has been successful in other concrete systems as well as reinforced polymers and 

epoxies [4-10], but limitations such as a lack of ease in manufacturing have made these products undesirable for 

ABSTRACT: 
This study aims to develop self repairable concrete as a new method for crack control and enhanced 

service life in concrete structure. This concept is one of the maintenance-free methods which, apart 

from saving direct costs for maintenance and repair, reduce the indirect costs. We are going to 

develop the self-repairing concrete by adding the materials from inside the concrete to repair. Our 

technique to develop self-repairing concrete consists of embedding repairing materials in hollow 
ducts in the repairing zone before it is subjected to damage. Therefore when cracks occurs this 

repairs materials will get released from inside and it will enter the repairing zone. Where it will 

penetrate into cracks and rebound to mother material of Structure and it will repair the damage. 

 

KEYWORDS: Concrete – Serviceability – Cracks - Epoxy resins - Repairs 
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commercial use. Sottos et al. have developed a polymer composite system that incorporates a catalyst into the 

polymer matrix phase with a microencapsulated repair agent [11]. The healing agent is released upon crack 

propagation through the microcapsule, resulting in as much as an 80% recovery of toughness after a fracture. 

This method has been successfully demonstrated in various polymer composite systems [12-14].  

 

III. SELECTION OF MATERIAL 
In development of self-repairable concrete system main component i.e. resin and hardener were 

selected such that, it will get mixed together after formation of crack and will get set within crack with addition 

of sealing it. Some criteria for the selection of resin considered are,  
 

a) The material should be able to repair different types and sizes of damages.  
b) It should be economically viable.  

c) It should be easily available in market.  

d) While using the chemical it should not cause hazardous effects.  

e) It should establish good quality assurance and reduce life cycle cost.  

f) It should withstand different forces and dynamic loads.  

g) It should have satisfactory properties like compressive strength, viscosity and pH. 
 

pH value is such that it will not cause any corrosion to the reinforcement. Viscosity of both the chemical shall be 

such that it will seal the minor cracks like shrinkage or temperature cracks. Working temperature of both the 

solution shall be wide. Void former of polyurethane selected so that it can be easily removed from concrete 

specimen as there is no friction between surfaces. This void former material is elastic and easily available in 

various diameters.  
 

 
Fig.1 Polyurethane pipe as void former 6mm outer diameter 

 

 
Fig.2 Epoxy resin(Dropoxy 7250) 
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Fig.3 Hardener(Dromide 9340) 

 

IV. TEST METHODOLOGY 
The methodology is mainly designed for flexural member and for crack formation within that member 

due to different loadings. To carry out one point flexural test a concrete specimen of 300mm x 70mm x 1000mm 

with 6mm dia. mild steel bars is such selected do that it will be a flexural member with sufficient width so that 

matrix of hollow ducts can be laid along it on the tension side of section. In the initial stage of testing we have 

provided ducts in two layers along the length and width in cover area of reinforcement of member with the help 

of polyurethane material of 6mm diameter. This Ducts then alternately filled with epoxy solution and hardener. 

Idea behind is when crack formation under loading will take place this two solutions will get mixed with each 

other forming hard compound together which will seal the crack. 

 

 
Fig.4 Shuttering for test specimen fitted with void formers 

 

After fixing the void formers and reinforcement concreting was done in number of layers and successive 

vibration.After finishing with concreting specimen was allowed to set for 24 hr. After 24 hr. void former was 

removed by simple pulling from one end of specimen. Then slab specimen was separated from shuttering.one 

control specimen was also made same as main specimen but duct system was not provided. Slab specimen were 

then placed into the water curing tank for 28 days. After 28 days samples were taken out from curing tank and 

kept in air to dry it properly. This ducts then filled with alternate resin and hardener under gravity flow and it 

was ensured that no any air pocket will get formed. After filling of ducts with resin both end of specimen were 

sealed.After sealing ends, the slab specimen then tested with three point flexural loading. Load corresponding to 

hair crack formation, release of chemical through crack and proper visibility of solution noted along with 

deflection. After release of chemical from cracks, specimen then unloaded and kept for air curing for 7 days, this 
was done to allow chemical to get filled into the crack and seal the crack. Control specimen was also tested after 

28 days curing,load corresponding to crack formation and also failure load was noted. 
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Fig.5 Slab specimen placed on one point flexure testing machine 

 

 

 
 

Fig.6 Propagation of crack to soffit of slab 

 

 
 

Fig.7 Chemical is released and appeared on surface 
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Fig.8 Crack sealed with resins and hardener 

 

V. RESULTS AND CONCLUSION: 
 

1. In this research work the load carrying capacity of plain member or control specimen and member with 
chemical in duct is same. Hence no reduction in strength by providing duct and chemical. 
 

2. After loading and air curing of hardener and resins together, load carrying capacity increased by   
15-20 % than control specimen member. Hence strength increases after reaction between hardener and 

resins by air curing.  
 

3. Three point bending test was carried out on the specimen after 28 days of curing by feeling the resins. 

Load is gradually added till resin getsreleased through the cracks. Same test was again carried out after 

7 days to ensure the curing with  resins.  
 

4. Application of research work is for the structures subjected to cyclic loads and dynamic loads. i.e 

Bridge Girders, etc.  

5. Control specimen was also tested after 28 days curing Graph showing load vs. deflection of specimen.   

 

 

 
Graphical representation of test data 

 
From this graph of case one of loading some observations are made that are as follows: 

- In case of first test chemical visible on surface for load of around 1248 kg and in case of second test 

chemical getting released for load of around 1548 kg. 

 

- Theoretical value of load for crack formation matches with the experimental value. 

- Chemical is getting released through the cracks in desired way. 

- Crack getting filled with the solution in proper manner. 

- Crack getting sealed properly where there is proper mixing of resin and hardener 
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I. INTRODUCTION 
 Injection moulding machine is most commonly used to producing plastic products. This process is most 

practical and cost effective to produce plastic products. During producing a product using injection moulding 

process various defects such as warpage, shrinkage sink marks and weld lines can be occurred. The optimization 

of injection moulding process parameters is very important to reduce these defects [1]. The process parameters 

for each defect are different, because of that while decreasing one defect may cause to increase another various 

defects [2]. So optimization of various process parameters is very essential for minimization of all the defects to 

get the quality product [3]. Common defects in injection moulding process are classified in to two ways. They 

are, 

 

[1] Dimensional related 

[2] Attribute related 
 

 Dimensional related defects can be considered by correcting the mould dimension. But attributed 

related defects are generally depends on process parameters of Injection moulding [4]. This paper presents the 

case study on injection moulding Windsor 650 parameters on wall thickness variation defect. Cavity pressure is 

the most common parameter in injection moulding process to compensate the shrinkage during cooling stage 

[5]. The mould temperature is one of the most efficient parameters in injection moulding to reduce warpage and 

shrinkage defects [6]. Holding time is another major effecting factor which influence the quality of the product 

produced. While temperature and pressure are constant some defects still arise due to effect of time [7].  

 

II. TYPES OF WINDSOR INJECTION MOULDING MACHINE 
 There are three Windsor injection moulding machines which are most commonly used machines in the 

industries to produce plastic components. They are 

[1] Windsor sprint 180 machine. 

[2] Windsor sprint 350 machine. 

[3] Windsor sprint 650 machine. 

 

Windsor sprint 180 machine: This type of machines is used for manufacturing a wide range of plastic 

products. This machine used to develop a plastic product which is small in size.  

Example: Ribs, Bushes, vane plugs, pen caps etc. 

 

ABSTRACT: 
In present scenario, injection moulding is most suitable manufacturing process for developing a plastic 

product. While developing a plastic product through injection moulding Windsor 650 machine, various 

defects are occurred internally and externally. Optimization of various parameters may reduce the 

defects of products and effect on the quality of the product. The purpose of this paper is studying the 

effect of various injection moulding Windsor 650 machine process parameters on Wall thickness 

variation defect. The Wall thickness variation is the most common defect which will form internally. To 

reduce the Wall thickness variation defect  the various process parameters of injection moulding 

Windsor 650 machine are optimized  by using Design of Experiments method. 

KEYWORDS: Design of Experiments, Injection moulding, Optimization, Process parameters, Wall 

thickness variation defect.  
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Windsor sprint 350 machine: This type of machines is used for manufacturing a wide range of plastic 

products. This machine is used to develop a plastic product which is medium in size. 

Example: Battery covers, Boxes etc. 
 

Windsor sprint 650 machine: This type of machines is used for manufacturing a wide range of plastic 

products. This machine is used to develop a plastic product which is large in size.  

Example: Battery containers, Buckets, Large plastic products. 

 

III. WINDSOR SPRINT 650 MACHINES 
 The Windsor sprint 650 machine is one of the most commonly used injection moulding machine to 

produce a plastic product which is greater in size. 

 

Procedure of Windsor sprint 650 machine 

 Like remaining processes, this machine is also simple to produce a wide range of variety of the 

products. The plastic granules are in the form of pellets are pre-heat in the dryer for 3 hours up to certain 

temperature. After preheating the pellets then poured in to the injection moulding machine through hopper. 

     In this machine there are mainly three stages for developing a plastic product, 

They are  

[1] Injection stage.  

[2] Clamping stage. 

[3] Ejection stage. 

 

Injection stage: In this stage the plastic granules comes through the hopper and feed in the form of pellets. A 
melting zone is there in this stage for melting the raw material at certain temperature and converts the pellets 

granules into liquid form. A reciprocating screw is located in the injection stage for inject the raw material in to 

the next stage. While screw moves backward the melted raw material moves forward. Now, the screw moves 

forward the raw material inject in to next stage through nozzle of the screw at certain temperature and certain 

speed. Injection moulding machine uses moulds to manufacture a plastic product. There are many components 

in the mould but it is split in to two halves. They are, mould core and mould cavity. When the mould is closed, 

the space between the mould core and mould cavity forms the part cavity. Multiple-mould is sometimes used, in 

which the two mould haves form several identical part cavities. 

 

Clamping stage: When injecting the material in to the mould the two parts of mould must be securely closed by 

clamping stage. The mould core is attached to the injection chamber and mould cavity is attached to cooling 

chamber. While the material is inject in to the mould, the clamping stage pushes the two mould core and cavity 
together at certain force to close the mould. 

 

Ejection stage:  After some time, the cooled part is to be ejected from the mould by ejection system. While 

open the mould, a mechanism is used to push the plastic product out of the machine. Once the part is ejected, the 

mould will closed for the next shot of injection operation.  

 

Defects in the product:  Many factors can affect the quality of the plastic products during injection moulding 

process. 

 There are many defects that are formed internally and externally of the injection moulding plastic 

products. They are  

[1] Short fill. 

[2] Silver streak. 

[3] Colour variation. 

[4] Sink marks. 

[5] Weld lines. 

[6] Surface defects. 

[7] Flashes. 

[8] Warpage and  

[9] Wall thick ness variation 
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1. Short fill  

  This means occurring of the short weight on the product. It is caused by insufficient filling of raw 

material in the mould. 
Remedies of short fill are 

[1] Increase the short weight of the product. 

[2] Increase the injection pressure. 

[3] Decrease the cylinder temperature. 

[4] Increase the injection speed. 

[5] Decrease the rotation speed and reduce the back pressure of the screw. 

 

2. Silver streak 

 It contains the moisture particles with in the raw material. It is in the form of silver colour which is to 

be formed on the product surface and which follow the flow direction of the raw material in the cavity.  

It is caused by moisture occurred in the raw material. 
Remedies of silver streak are 

[1] Pre – heat the raw material in the dryer for up to certain temperature for removing moisture particles. 

[2] Decrease the cylinder temperature and increase the injection pressure. 

[3] Increase the injection speed. 

[4] Increase the rotation speed and adjust the back pressure of the screw. 

[5] Ensure the proper melting duration of the raw material. 

 

3. Sink marks 
 It is a local surface depression that typically occurs in the moulding with thicker sections or at locations 

above ribs, bosses and internal fillets. 

Remedies of the sink marks are 

[1] Increase the hold on time, feeding time and cooling time. 
[2] Increase the injection pressure. 

[3] Extend the hold pressure duration. 

[4] Increase the screw forward time. 

[5] Decrease the melt temperature and  

[6] Decrease the mould temperature.   

 

4. Weld lines 
 It is occurred when melt flow front collide in a mould cavity. It is very common and difficulty injection 

moulding defect to eliminate. 

Remedies of the weld lines are 

[1] Increase the injection pressure. 
[2] Increase the injection speed. 

[3] Increase the cylinder temperature. 

[4] Make the position of where the weld line occurs more close to gate. 

[5] Change the gate position. 

[6] Change the part thickness. 

 

5. Colour variation 

 It is occurred when insufficient mixing up of raw - material with master batch. Remedy is to take care 

of mixing proportions with accurate weight proportions. 

 

6. Surface defects 

 The surface defects are mainly caused by either mould is heavy hot or in the form of heavy cold. The 
surface defects are mainly occurred at gates. 

Remedies for surface defects are       

When mould is hot 

1. Cold the mould near gates.                                                    

 

When mould is cold 

[1] Increase the mould temperature. 

[2] Increase mould pressure and  

[3] Increase the injection speed. 
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7. Flashes  

It is caused when excessive injection pressure and insufficient clamping force. 

Remedies of flashes are 
[1] Decrease the injection pressure.  

[2] Decrease injection temperature.  

[3] Adjust the mould parting. 

[4] Increase the clamp force. 

 

8. Warpage 

 It is caused when sharp variation occurs in the wall thickness of the plastic product. 

Remedies of the Warpage are 

[1] Increase the melt temperature. 

[2] Decrease the volume of the product. 

[3] Decrease the injection pressure. 
[4] Decrease the injection time. 

[5] Adjust the gate sizes. 

[6] Adjust the part designs. 

 

Iv. Windsor 650 Machine Parameters on Wall Thickness Variation Defect: 
  The wall thickness variation is a common defect on injection moulding product. This is mainly occurred at 

internally of the plastic product. Hold on Pressure, Hold on speed, Hold on time and position of the raw material 

is the most efficient parameters of the wall thickness variation which will effect on the quality of the product. 

 
Hold on Pressure: The hold on pressure holds the pressure against cooling the plastic in the cavity image while 

solidifies. It is one of the efficient parameter of injection moulding with range 50-80 bars. If hold on pressure 

increases, it result in over flash on the product. If hold on pressure decreases, it result in shrinkage.  

 

Hold on Speed: It is the common parameter which causes the wall thickness variation defect in the injection 

moulding plastic product.  Range of hold on speed is 20-40%. If hold on speed increases then shrinkage is 

avoidable on the product. If hold on speed decreases short fill occurs on the product. 

 

Hold on Time: It is the common parameter which causes the wall thickness variation defect in the injection 

moulding plastic product. Range of hold on time is 5-8sec. If hold on time increases, it result in increasing the 

weight of the product. If hold on time decreases then short fill occurs on the product.  

 
Position of raw material:  It is the quantity of raw material which will feed for one stroke of injection rammer. 

It is the common efficient parameter in the injection moulding plastic product. If increasing and decreasing the 

position of raw material, it will affect in weight of the product and varying the wall thickness of the product. 

 

v. CONCLUSIONS 
 This study is mainly focused on reduce the wall thickness variation defect in injection moulding 

product by optimizing various process parameters. Hold on pressure, hold on speed, hold on time and position 

of the raw material considered as most efficient parameters on the quality of the injection moulding product. By 

optimizing these parameters we can reduce the wall thickness variation defect in injection moulding Windsor 
650 machine.   

 

REFERENCES 
[1]  R. Hussin, R. M. Saad, Razaidi Hussin, and M. S. I. M. Dawi, “An optimization of plastic injection moulding parameters using 

taguchi optimization method”, Asian Transactions on Engineering, November 2012, Volume 02 Issue 05. 

[2]  A. Akbarzadeh, and M. Sadeghi, “Parameter study in plastic injection moulding process using statistical methods and IWO 

algorithm”, International journal of Modeling and Optimization, June 2011, vol.1, No.2. 

[3]  T. Eenzurumulu, and B. Ozcelik, “Minimization of warpage and sink mark index in injection - moulded thermoplastic parts using 

Taguchi Optimization method”, Materials and design 27, 2006 853-861. 

[4]  D. Mathivanan, M. Nouby  and R. Vidhya, “Minimization of sink mark defects in injection moulding process – Taguchi 

approach”, International Journal of Engineering, Science and technology, 2010 vol. 2, NO. 2. 

[5]  M. Kurt, O.S. Kamber. Y. Kaynak, G. Atakok and, O.  Girit, “Experimental investigation of plastic injection moulding: 

Assessment of the effects of cavity pressure and mould temperature on the quality of final products”, Materials and design 30, 

2009, (3217 - 3224). 

[6]  Ko-Ta chiang, “The optimal process conditions of an injection – moulded thermoplastic part with a thin shell feature using Fuzzy 

logic: A case study on machining the PC/ABS cell phone shell’, Materials and Design 28 2007 1851 – 1860. 

[7]  M.C. Huang, and C.C. Tai, “The effective factors in the warpage problem of an injection – moulded part with a thin shell feature’ 

Journal of Materials Processing Technology 110, 2001, 1 – 9. 



Case Study on Injection Moulding Windsor … 

www.ijceronline.com                                    Open Access Journal                                              Page 53 

[8]  L.M Galantucci and, R. Spina, “Evaluation of filling conditions of injection moulding by integrating numerical simulations and 

experimental tests”, Journal of Materials Processing Technology 141, 2003, 266 – 275. 

[9]  H. Oktem, T. Enzurumulu, and Ibrahim uzman, “Application of Taguchi optimization technique in determining plastic injection 

moulding parameters for a thin – shell part”, Materials and Design 28, 2007, 1271- 1278. 

[10]  J. Cheng, Y.  Feng. J. Tan, and W. Wei, “Optimization of injection mould based on Fuzzy mould ability evaluation”, Journal of 

Materials Processing Technology 208, 2008, 222 – 228. 

[11]  B. Ozcelik, “Optimization of injection parameters for mechanical properties of specimens with weld line of polypropylene using 

Taguchi method”, International Communications in Heat and mass Transfer 38, 2011, 1067 – 1072. 

[12]  Y.K Shen, C.W. Wu, Y.F Yu, and H. Wei- Chung, “Analysis for optimal gate design of thin-walled injection moulding”, 

International Communications in Heat and Mass Transfer 35, 2008, 728 – 734. 

[13]  B. Farshi, S. Gheshmi, and, E. Miandoabchi, “Optimization of injection mouding process parameters using sequential simplex 

algorithm”, Materials and design 32, 2011, 414 – 423.     


