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Development of Software-Based University Research Tools for
Metocean Engineering Applications: A Reflective Case Study

E.S.Lim', M.S.Liew", G.Dinis Jr."
'Universiti Teknologi PETRONAS, Perak, Malaysia

Abstract:

The oil and gas industry has traditionally been one of the most demanding forms of
engineering as the lucrative returns form the basis of global development. As such, oil operators have
made it a norm to reinvest a significant portion of their profits into research and development (R&D).
This stemmed as a result of depleting natural resources which has forced operators to go further and
deeper to explore for hydrocarbons. To balance the economics of such ventures, R&D plays a critical
role in optimization and defining standards in which to operate safely with economical consideration.
As such, various software tools for various disciplines have been developed for this purpose, i.e.
SESAM, SACS and etc. However, there has been a lack of R&D tools that have been tailor-made for
metocean operations; most of those that are currently in existence are not open to public use/sales.
This has created a demand by Malaysian oil operators to have such tools being readily available for
in-house use. The paper herein will discuss the framework and development of an integrated and
tailor-made metocean software, namely Blue Hive (BH).

Index term —Statistical analysis, metocean, software development, .NET, Blue Hive

l. INTRODUCTION

Metocean is an integral part ofoffshore engineering and has alwaysheen significantly more complex in
design compared to land-based civil engineering works due to the fact that it is based in conditions where fluid
dynamics develop dominant forces on the structure. The stochastic nature of wave conditions are coupled with
the effect of ocean currents on top of the more extreme wind conditions prevalent in open seas. As such, a
strong understanding or fundamental of these environmentalmetocean loads at sea form a critical component in
almost every stage of an offshore facility’s life cycle. These stages include the design of facilities and
forecasting of operations for offshore vessels. The understanding of these metocean loads will be critical from
two ends of the engineering consideration, which is to prevent loss of life as a result of structural failure or
capsizing (underdesign) and to prevent the overdesign of offshore structures (which results in excessive usage of
steel in fabrication).

Strong understanding of metocean loads is essential in aiding the optimization of engineering design
and definitions. This can only be achieved via investment into dedicated R&D divisions or institutions. For
example,multinational operatorssuch as Shell has a R&D division known as Shell Global Solutions which have
a running contract with Fugro GEOS to conduct metocean studies and redefinitions. There are however also
operators in the region who do not have extensive metocean research units and as such would have to leverage
on existing codes and standards that may not be optimized for the region. For example, most of South East
Asian (SEA) operations are very much dependent on the American Petroleum Institute (API) standard which
bases itself on Gulf of Mexico conditions (which are far more conservative than SEA). What compounds the
situation is that there is little sharing of developed metocean knowledge amongst operators which makes
individualized research efforts critical to establishing optimized metocean standards.

This case study is based upon the efforts of Universiti Teknologi PETRONAS (UTP), Malaysia in
particular to develop localized metocean definitions for one of the biggest oil operators in SEA, PETRONAS.
The effort is a fast-track initial research that spans approximately 1-year long in which the deliverables are to
develop the following metocean tools, a) correlation factoring between measured and hindcast data, b) joint
density analysis of metocean parameters, c) spectral analysis and modeling of metocean parameters and d)
ARIMA modeling and forecasting of metocean parameters. In order to undertake the research, there was a need
to perform extensive statistical data analysis and time series analysis. Throughout the initial phases of the
research, there was a need to constantly interoperate between software, i.e. SPSS PASW, Excel and MATLAB.
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While this may be acceptable to some, efficiency of research works can be greatly enhanced if there is an
integrated platform that combined the benefits of each program such as MATLAB’s powerful scripting options
and the user-friendly interface of SPSS PASW which makes the input-output process seamless. Since the format
of data being input into the software is standardized across PETRONAS’ operating units, there was room for
improved efficiency by cutting down steps required during the data import process. Moreover, it was envisioned
that there would be a need to materialize the algorithms and methodologies employed in research into
commercially usable software. As such, the gears of motion were set in place to develop Blue Hive (BH) which
is intended to integrate metocean analysis specific tools under a seamless input-output process. BH is also
intended to be the precursor to future and continually evolving research in metocean engineering such as
transfer function modeling.

. Data Correlation
Factor

d Joint Density
/ Analysis

Output Data
(Intelligible and
Interpretable

.
El

Spectral

Input Data
(Measured/

Hindcast) Presentation for

Engineering

Modeling / purposes)

Analysis

ARIMA
3 modeling/
forecasting

Fig. 1.Proposed process flow for BH

1. FRAMEWORK, METHODOLOGY AND MODEL
The buzzwords framework, methodology, model and even process, are not alien to any development
effort. Despite being routinely used, these terms do not always carry the same meaning for everyone that uses
them.Based on common definition, the terms are defined as follows:

2.1 Framework:an architectural skeleton of what should be done, or stages that should be walked through
without defining any activities or tasks within them.

2.2 Methodology: the definition of what should be done in each stage of a development effort, without
defining how to do it.

2.3 Process: a step by step guide on how to perform a task.

2.4 Model: the representation or simulation of a software process.

Building software, i.e. software engineering, is a highly debated topic in the industry. Although
software engineering was created based on the foundation of common engineering, development of software
systemsis influenced by unique factors that require special attentionapart from traditional engineering
conceptsbased on sequential procedures which are not always able to address these factors effectively (Bern, et
al., 2007).The customer, the business environment, and the organizational structures are examples of such
factors, as they influence software projects in a non-sequential or structured manner (Bern, et al, 2007).Thus, the
emergence of new frameworks and models, i.e. Agile models,for the past twenty years can be seen as an attempt
to try and address these issues(Mnkandla, 2009 and Bernetal., 2007); large scale projects do however still work
better with older methodologies.

Metocean engineering is highly statistical in nature and requires extensive data analysis tools. The
purpose of BH is to incorporate whatever methodologies for data analysis that are developed by the team of
researchers into a simplified User Experience (UX), that brings about results for immediate usage in an
industrial environment situation, such as the ones mentioned in Section I. Software engineering can be a volatile
process, where the needs of the customers rapidly change, and either new components need to be added or
removed to accommodate new features or completely remove an existing one(Qureshi & Hussain, 2008).
Adding to this complexity is the fact that research in itself is not a static process in nature, thus existing
components are also liable to frequent modification and adaption, as experienced during the developmental
cycle of this project. This trend is prevalent in almost all fields of research as progress in research will
constantly see improvements and redefinitions to the engineering technique in which the software is to replicate.
Despite all of these, there is still a need to have a framework defined that will allow developers to know what
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the end goal is, or at least what it should look like, while maintaining the flexibility of development demanded
by the nature of their work. To achieve this, the team opted to follow theAgile framework, using eXtreme
Programming (XP) programming methodology, with a component based modeling approach.

The Agile framework, developed by the Agile Alliance back in 2001 in response to the growing
demands of the software market,was set to value individuals and interactions, working software, customer
collaboration and responding to change; as opposed to processes and tools, comprehensive documentation,
contract negotiation and following a plan, respectively (Agile Alliance, 2001). The framework permits
construction of a system architecturethat is fixed in terms of its structure while being highly flexible in terms of
its internal components. This isvery suitable for the developmentenvironmentwhere in-situ change is pertinent,
as opposed to traditional frameworkswhich demanded a fixed software structure, components
definition,procedures and end goals.Traditional frameworks are complemented by extensive documentation on
what was done throughout each stage, making accommodation to changes virtually impossible (Munassar
&Govardhan, 2010).

XP, a methodology originally designed for usage by small teams in projects with non-clearly defined
and mutating requirements, was chosen to be used, because of its main core elements: communication, feedback,
simplicity, and courage, and the fact that is highly suitable for small development teams, as is the case in this
project, where there is more emphasis on customer communication compared to anything else. Now, XP defines
that projects should be carried out in periodic cycles, ofthree (3) weeks, and at each cycle a different component
or feature is addressed (Wolak, 2003). In research, such periodicity is not easy to achieve, nonetheless, the
separation of each feature-cycle is desirable as at each cycle, each feature implemented has some degree of
independency from the others and the irregularity of time frames between each feature—cycle does not affect the
objectives of the project. Contrarily, it helps suit the dynamic and irregular schedule of research work which is
very much reliant on the dynamic requirements of clients in which they are recipients of the deliverables. A
research was conducted to quantify the results of XP usage in several fields of development across Europe, USA,
Asia, and Australia, in companies both young and mature, and found an almost one hundred percent satisfaction
rating from a total of 45 respondents(Rumpe and Schroder, 2001). This pattern was seen even for large teams,
i.e. teams with more than 10 people. It is also worth mentioning is the fact that 73% of the projects interviewed
were new, and made use of high level languages, as in thisprojects’ case, where the main language in use is C#.
When asked to rate the factors of time delivery, costs to last minute changes and quality, the respondents gave
ratings between 3.77 and 4.44 on a -5 to 5 scale for finished and running projects, indicating positive
perceptions of XP’s effectiveness.

The nature of this project is based on constant exchange and feedback between customers, i.e. the
researchers, and the developers. On-site customer presence is one of the main principles of XP. In the same
study by Rumpe and Schroder, it was found that the absence of on-site customer was reported as the second
highest risk factor to XP projects. Studies on performance of XPby researchers were able to adopt this principle
and reported it to work “extremely well”’(Ganeshan and Ganesham, 2003). Primavera Software, a project
management portfolio vendor now owned by Oracle Corporation, managed to successfully increase their
customers satisfaction base, establish a highly motivated development environment and produce working and
reliable software by adopting Scrum and XP agile practices back in 2003, which helped save the company from
its low productivity and customer satisfaction ratings at the time(Object Mentor, Inc. and Advanced
Development Methods, 2004).

Finally, the component based approach is chief for the entire purpose of BH. As a standalone
application package being developed to address various analytical needs in the field of metocean data analysis,
BH needs to have a solid foundation that allows it to support different modules that are independent of each
other for operation. In section Ill, the architecture of the system will illustrate this better. Here, we will limit the
discussion to the need of using this approach, as well as its advantages and drawbacks. As previously mentioned,
BH was designed to support a variety of metocean data analysis computational needs, without much binding in
between different modules, so that each module could be setup and used without requiring the others to be
present. This would permit both concurrent development of different modules and distribution or release of
different modules at different stages for either testing or usage. The concept is widely adopted, not only by
statistical software package vendors such as MathWorks, but by other industry area software providers, such as
Adobe Systems.This is one of the main development goals in the project, along with having each module
capable of producing ready to use interpreted results from the analysis processes they perform. Looking at
generic analysis software packages such as IBM’s Statistical Package for the Social Sciences (SPSS) and
Microsoft Excel, they have the distinct characteristic of providing a basic platform for analysts to define
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procedures based on their needs. The issue with such approach is that there is learning curve required for each
package, and in some cases, the users have to familiarize themselves with defining computational procedures on
a machine due to these packages offering powerful and elaborate scripting options. This is seen in software such
as MATLAB that requires comprehensive control and knowledge of the scripts where BH would only be a
matter of point-and-click the required options. This advantage nests itself when there is a need to shorten the
project duration by the client; it however comes at the cost of inability to create customized scripts. This was a
compromise that was accepted by BH as the multitude of metocean research projects that it serves had a
lifecycle of no more than 1 year.As such, rapid mastery and development of software is required. Another issue
that arises is that, more than often,a single package simply does not provide all the functionality required, as it
was in the application of the aforementioned metocean projects. In order to perform the required analysis
processes required for the studies being carried out, there was a constant need to be interchanging between one
package and the other.In an environment where results are demanded at a fast rate, there is a need to shorten the
time it takes for one to obtain intelligible results that can be interpreted and utilized almost immediately.

1. SOFTWARE ARCHITECTURE

BH was designed as a .NET application, to take full advantage of the software framework developed by
Microsoft for Windows. The .NET is cited by some as the best Windows development framework (Magenic,
2012)for the variety of advantages that it offers to businesses and developers.Its most prominent features of
interest to the developmentare the (1) extensive number of classes readily available for usage, (2) the short time
span required from development under any of its languages, with interoperability among all of them, (3) the fact
that it allows applications to be designed for divergent purposes at the same time, without requiring much effort
to make them run on different environments, i.e. desktop, web-based and mobile apps, and (4) the existence of
an open source community supported by Microsoft, that is dedicated to building .NET projects (Magenic,
2012).What follows is the description of how these features were used in relevance to the project.First,
the .NEToffers many classes for basic and low level program control requirements such as data management,
network connectivity, and UX design.As mentioned previously, BH needed to be built on a solid platform that
would allow it to define the lower level features required by all components in such a way that independent
modules could be built on top of this platform without much effort. With the .NET, the team did not have many
difficulties in this process, given the wide array of predefined classes and data structures already available in the
framework, e.g. System.lO module and the DataTable class.

Second, one of the most time consuming, yet required, development activities are those carried out in
the stages of coding and debugging, and currently, there is no other framework that delivers a better system for
both, than the .NET combined with the Visual Studio (Magenic). From this project, this was easily verified, as
most debugging environments lack the high level user communication efficiency of Visual Studio. With the
Visual Studio Debugger, present in VS2005 onwards, useful functions such as code stepping in, stepping out
and over, and parallel code debugging are intuitively available, apart from the standard functions such as break-
points and value modification.

Third, as team’s intents of usage environment for BH is still in the process of redefinition as the
research progresses, there was a need for a framework that would allow the team to build application logic that
could easily be ported onto any environment of choice. Obviously, this is possible with other languages such as
C and C++through binding. However, with the .NET, binding would be virtually unnecessary, as the
framework natively supports a desktop, web application, and mobile environment. Finally, given that teams’
needs were to develop a solid foundation that could support independent modules, the possibility of using
existing open source libraries to shorten development time and costs on non-critical system modules could not
be ignored. Microsoft currently supports an open source community for .NET projects, i.e. Codeplex, where
useful resources were found and adopted to shorten the time spent on some system modules so focus could be
given to more critical ones.

Each component shown in Fig. 2was built as a standalone library. We have the option of building our
needed libraries using any of the .NET languages (F#, C#, VB), and use them all for any system component.
The level of abstraction for each computing module is given by the Application Processing Logic (APL)
componentwhich interfaces with the REPORT, UX and COREcomponents of the system. As for the remaining
components, they were built on top of one another to provide those four (4) components with the services they
need. Onthe top of diagram, we have the UX component, which provides a layer of abstraction for the
application’s environment. Currently, BH is being developed as a desktop-application; however porting it into a
web-based system in ASP.NET would be feasible, requiring only changes to be made to the upper layer, i.e. the
design of new interfaces for the target environment.lt is believed that this architecture design addresses both the
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current and future needs of BH, as it sets a robust framework for the addition, removal and modification of any
specific application analysis module without the need to modify the lower level layers of the system.
Additionally, the architecture model allows for ease of integration with third party libraries, which provides us
with considerable savings in terms of time and costs.

3rd Party

Libraries

DATA m ANALYSIS

Fig. 2. Software architecture model of BH

IV. CONCLUSION

The BH softwarein essence is targeted to be a fast-track research tool that serves the purpose of
fulfilling the deliverables of university-industry collaborations. As such, the utilization of Agile frameworks and
XP is essential to achieving such goals in short term. This is needed as the nature of such research projects are
dynamic in nature as methodologies of research and algorithms employed may evolve as the deliverables reach
maturity. Moreover, BH is intended to be the precursor to long-term development of commercially useable
software for oil operators in SEA by providing alternative figures to existing metocean practices on top of BH
also potentially evolving into more advanced research tools in similar areas.
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Abstract:

Frequent link failures are caused in mobile ad-ioc networks due to node’s mobility and use of
unreliable wireless channels for data transmission. Due to this, multipath routing protocols become an
important research issue. In this paper, we propose and implement a reliable node-disjoint multipath
routing protocol. The main goal of the proposed method is to determine all available reliable node-
disjoint routes from source to destination with minimum routing control overhead. In the route
discovery method, the routes with good link quality and route expiration time are selected as the
primary and backup routes. If there is any route failure during the data transmission through primary
path, the next available backup route with good link quality and route expiration time is selected from
the list. The performance of the proposed protocol will be evaluated using NS-2 and will be shown that
it reduces the packet drop and delay there by increasing the packet delivery ratio.

Keywords: Average End-to-End Delay, Node-disjoint, Packet drop, Primary and Backup Routes,
Routing protocols.

INTRODUCTION:

A mobile ad-hoc network (MANET) is a self-configuring infrastructure less network of mobile devices
connected by wireless. Ad hoc is Latin and means "for this purpose”.Each device in a MANET is free to move
independently in any direction, and will therefore change its links to other devices frequently. Each must
forward traffic unrelated to its own use, and therefore be a router. The primary challenge in building a MANET
is equipping each device to continuously maintain the information required to properly route traffic. Such
networks may operate by themselves or may be connected to the larger Internet.

MANETSs are a kind of wireless ad hoc networks that usually has a routable networking environment
on top of a Link Layer ad hoc network.The growth of laptops and 802.11/Wi-Fi wireless networking has made
MANETS a popular research topic since the mid-1990s. Many academic papers evaluate protocols and their
abilities, assuming varying degrees of mobility within a bounded space, usually with all nodes within a few hops
of each other. Different protocols are then evaluated based on measure such as the packet drop rate, the
overhead introduced by the routing protocol, end-to-end packet delays, network throughput etc. Routing
protocols that discover and store more than one route in their routing table for each destination node are referred
to as multipath routing protocols. In wireless scenarios, routes are broken due to node movement. Also, the
wireless links used for data transmission are inherently unreliable and error prone. Therefore, multipath routing
protocols are used to overcome the disadvantages of shortest path routing protocols. Multipath routing protocols
are used to increase the reliability (by sending the same packet on each path) and fault tolerance (by ensuring the
availability of backup routes at all times). It can also be used to provide load balancing, which reduces the
congestion on a single path caused by bursty traffic [9]. The remainder of the paper is structured as follows. In
Section |1, we present related work in our area by providing a brief description of existing multipath extensions
of AODV routing protocol. The proposed method AOMDV used for discovering multiple paths is presented in
Section 1l1. In Section 1V, we present the experimental setup details and provide results with analysis obtained
through various simulations. Finally, the conclusions and directions for future work are provided in Section V.

I1.LEXTENSION WORK:

In this section, we discuss the previous work done on multipath routing methods on AODV. Ad hoc
On-Demand Distance Vector (AODV) Routing is a routing protocol for mobile ad hoc networks (MANETSs) and
other wireless ad-hoc networks. It is a reactive routing protocol, meaning that it establishes a route to a
destination only on demand. In contrast, the most common routing protocols of the Internet are proactive,
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meaning they find routing paths independently of the usage of the paths. AODV is, as the name indicates, a
distance-vector routing protocol. AODV avoids the counting-to-infinity problem of other distance-vector
protocols by using sequence numbers on route updates, a technique pioneered by DSDV. AODV is capable of
both unicast and multicast routing.

In AODV, the network is silent until a connection is needed. At that point the network node that needs
a connection broadcasts a request for connection. Other AODV nodes forward this message, and record the node
that they heard it from, creating an explosion of temporary routes back to the needy node. When a node receives
such a message and already has a route to the desired node, it sends a message backwards through a temporary
route to the requesting node. The needy node then begins using the route that has the least number of hops
through other nodes. Unused entries in the routing tables are recycled after a time. Much of the complexity of
the protocol is to lower the number of messages to conserve the capacity of the network. For example, each
request for a route has a sequence number. Nodes use this sequence number so that they do not repeat route
requests that they have already passed on. Another such feature is that the route requests have a "time to live"
number that limits how many times they can be retransmitted. Another such feature is that if a route request
fails, another route request may not be sent until twice as much time has passed as the timeout of the previous
route request.

The advantage of AODV is that it creates no extra traffic for communication along existing links. Also,
distance vector routing is simple, and doesn't require much memory or calculation. However AODV requires
more time to establish a connection, and the initial communication to establish a route is heavier than some
other approaches [3].In this section, the existing NDMP-AODV protocol is described [4]. The main goal of
NDMP-AODV is to find all available node-disjoint routes between a source-destination pair with minimum
routing overhead When a source node has a data packet to send, it checks its routing table for the next-hop
towards the destination of the packet. If there is an active entry for the destination in the routing table, the data
packet is forwarded to the next hop. Otherwise, the route discovery phase begins. In route discovery phase,
routes are determined using two types of control messages: (i) Route request messages (RREQs) and (ii) Route
reply messages (RREPS). The source node floods the RREQ message into the network. Each intermediate node
that receives a RREQ, checks whether it is a duplicate or a fresh one by searching an entry in the Seen Table.
Seen Table stores two entries (i.e. source /2 address and RREQ flooding ID (/ 72)) that uniquely identifies a
RREQ message in the network. If an entry is present in the Seen Table for the received RREQ n message, it is
considered a duplicate RREQ message and discarded without further broadcasting. Otherwise, the node creates
an entry in the Seen Table and updates its routing table for forward path before broadcasting the RREQ
message.

Source Flooding Seen
IP Address 1= Flag

Fig. 1. NDMP-AQODV Seen Table structure

Type I =} I A |Fleserved | Prefix Size I Hop Count

Destination IP Address

Destination Sequence Number

Source IP Address

Source Sequence Number

Broadcasting ID

Fig. 2. NDMP-AODV RREP structure

In NDMP-AODV, only the destination node can send RREPs upon reception of a RREQ message. The
intermediate nodes are forbidden to send RREPs even if they have an active route to destination. This is done so
as to get the node-disjoint routes. In NDMP-AODV, the destination node has to send a RREP message for each
RREQ received, even if the RREQ is a duplicate one. We add an extra field that works as a flag known as
seenflag. This flag is set to FALSE at start i.e. when an entry is first inserted in the Seen Table after a node gets
its first RREQ message. The RREP messages initiated by destination node in NDMP-AODV contain one extra
field known as broadcast ID (4 Z2). The route discovery method used to discover node-disjoint paths .When a
destination node receives a RREQ message, it creates the corresponding RREP message. The destination node
copies the /7 from the received RREQ message into the 4 z&field of sent RREP message.
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—— 3 RAEQ Messages
— — ) RREP Messages
.......... = Duplicate RREQ

Fig. 3. Traditional AODV route discovery process

= = === == Duplicate RREQ
— —)» RREP messages

Fig. 4. NDMP-AODV route discovery process

Figure shows the route discovery process of traditional AODV protocol. In Figure we demonstrate with
an example how the route discovery process in NDMP-AODV gets all node-disjoint routes between a source-
destination pair. Suppose, node S'is the source node and node 2 is the destination node. When node .$"has data
to send, it initiates the route discovery process by flooding RREQ in the network. Let us assume that destination
D receives its first RREQ from intermediate node /at time 71 and 2 initiates the RREP1 message. RREP1 is
unicast towards source . by creating the reverse path D—J—M—H—E—S. When RREP1 is received by an
intermediate node along the reverse route each intermediate node resets the value of seenflag in their Seen
Table. Suppose, 2 receives the first duplicate RREQ message from A4 at time £2. Again node 2 initiates a
RREP2 for this duplicate RREQ and sends it back towards node S through the same path it came to 2 (i.e.
S—F—-C—K—P—D—D) to make the reverse route D—~A—P—K—C—F—S. This helps to create a forward
route towards node D. Finally, say at time £3, node 2 receives the third duplicate RREQ message from node /.
Node 2 initiates RREP3 for this duplicate RREQ and sends it towards .S'through 4. The RREP3 reaches node /
through &, Node / checks the value of seenflag for RREP3 before forwarding it to next hop. Node j determines

that the seenflag is set to TRUE. So node /considers RREP3 as a duplicate message and drops it. This helps to
maintain the node-disjoint property of our method.

I1l. RESULTS
In this section, we discuss the results obtained from intensive simulations that have been performed to
show the effectiveness of proposed route discovery and route maintenance methods. The simulation results
include the average packet delivery ratio (PDR), average end-to-end delay (EED), percentage availability of
backup routes and routing control overhead caused by route discovery and route maintenance processes. The
effectiveness of proposed methods are checked against the effect of node mobility.

AODV —+— IM-AODV -3
NDMP-AODV -—3—  BR-AODV —H&—

100

an

Routing Control Overhead (%)
#

SRRSO N
30 | . B
20 h B R
3¢- 3
10 . . . A
50 100 150 200 250 300

Pause Time (sec)

Fig.5. Routing control packet overhead with change in mobility
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Figure 5 shows the overhead caused by routing control messages during route discovery process.
Routing overhead created during transmission of one video stream are calculated and plotted in Figure 5. The
routing overhead is calculated by dividing the total number of routing control messages with the total number of
packets in the network (i.e. control messages plus data packets). As we can see in Figure 5, AODV causes
approximately 50% more routing overhead in moderate or low mobility networks (i.e. when node pause time is
greater than 100 sec) as compared to NDMP-AODV. This is due to the fact that NDMP-AODV uses one RREQ
flooding to calculate all node-disjoint routes as compared to AODV which uses one RREQ flooding for each
route discovery.

AODV —F— IM-AODV -3
NDMP-AODV ---3— BR-AODV —&—

0.15 36 _

.1

Average End-to-End Delay (sec)

0.05 ; ! ! !
50 100 150 200 250 300

Pause Time (sec)

Fig.6. Average End-to-End delay with change in node mobility.

The number of RREP messages in NDMP-AODV is greater than AODV but they are very few in
number because the RREPs are unicast towards source. Also, the intermediate nodes will not forward the
duplicate RREPs. Low routing overhead saves the scarce network bandwidth, thus increasing the network
capacity. The number of routes stored in routing table for a destination from the available node-disjoint routes
greatly depends on the mobility of network. If the network mobility is high, the probability that the secondary
route is expired with the primary route is high. As shown in Figure 5, BR-AODV has the highest routing
overhead because only two routes for destination are stored in the routing table. Due to this, BRAODV has to
flood the RREQ messages whenever anyone route is broken to maintain the backup route at all times. In this
case, the overhead for route maintenance is approximately more or equal to AODV protocol.

AODV —+— IM-AODV —3¥——
NDMP-AODV —3%— BR-AODV —5—

100

Average Packet Delivery Ratio (%)

50 100 150 2000 250 300
Pause Time (sec)

Fig.7. Packet delivery ratio with change in node Mobility.

Effect of mobility on EED and PDR are shown in Figure 6 and Figure 7. The delay in NDMP-AODV
is less as compared to other protocols. This is because NDMP-AODV keeps a backup routing path more than
50% of the time when the primary route fails with the lowest routing overhead. We can observe from Figure 6,
that EED of all routing protocols decreases with increase in node pause time. NDMP-AODV EED again
increases at the end of simulation due to increase in its PDR. Also, IM-AODV causes the highest delay because
it uses the backup route from the point the link is broken. We compare the performance of AODV and AOMDV
according to the following performance metrics:

Packet delivery fraction: the ratio of data packets delivered to the destinations to those generated by the
constant bit rate. Average End-to-End delay of data packets: this includes all possible delays caused by
buffering during route discovery, queuing at the interface queue, retransmission delays at the MAC, propagation
and transfer times. Routing Overhead: the total number of routing packets transmitted during the simulation. For
packets sent over multiple hops, each transmission of the packet (each hop) counts as one transmission.
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V. CONCLUSION
In this we propose method known as an on-demand, multipath distance vector routing protocol for
mobile ad hoc networks. Specifically, we propose multipath extensions to a well-studied single path routing
protocol known as ad hoc on-demand distance vector (AODV). The resulting protocol is referred to as ad hoc
on-demand multipath distance vector (AOMDYV). The protocol guarantees loop freedom and disjoint ness of
alternate paths. Performance comparison of AOMDYV with AODV using ns-2 simulations shows that AOMDV
is able to effectively cope with mobility-induced route failures.

A new class of on-demand routing protocols (e.g., DSR, TORA, AODV)for mobile ad hoc networks
has been developed with the goal of minimizing the routing overhead. These protocols reactively discover and
maintain only the needed routes, in contrast to proactive protocols (e.g., DSDV) which maintain all routes
regardless of their usage. The key characteristic of an on-demand protocol is the source-initiated route discovery
procedure. Whenever a traffic source needs a route, it initiates a route discovery process by sending a route
request for the destination (typically via a network-wide flood) and waits for a route reply. Each route discovery
flood is associated with significant latency and overhead. This is particularly true for large networks. Therefore,
for on-demand routing to be effective, it is desirable to keep the route discovery frequency low
Comparison was based on of packet delivery fraction, routing overhead incurred, average end-to-end delay and
number of packets dropped, we conclude that AOMDYV is better than AODV. AOMDV is a better on-demand
routing protocol than AODV since it provide better statistics for packet delivery and number of packets dropped.
But if routing overhead is a concern, then AODV is preferred over AOMDV.

REFERENCES

[1] CHHAGAN LAL , V.LAXMI, M.S.GAUR, A Node Disjoint Multipath Routing Method based on AODV protocol for
MANETS, 2012 26th IEEE International Conference on Advanced Information Networking and Applications.

[2] S. R. Biradar, Koushik Majumder, Subir Kumar Sarkar, Puttamadappa C.Performance Evaluation and Comparison of AODV and
AOMDV, (IJCSE) International Journal on Computer Science and Engineering Vol. 02, No. 02, 2010, 373- 377.

[3] Fubao Yang and Baolin Sun. Ad hoc on-demand distance vector multipath routing protocol with path selection entropy. In
Consumer Electronics, Communications and Networks (CECNet), 2011 International Conference on, pages 4715 —4718, april
2011.

[4] Chang-Woo Ahn, Sang-Hwa Chung, Tae-Hun Kim, and S Young Kang. A node-disjoint multipath routing protocol based on

aodv in mobile ad hoc networks. In Information Technology: New Generations (ITNG), 2010 Seventh International Conference
on, pages 828 —833, april 2010.

[5] Shunli Ding and Liping Liu. A node-disjoint multipath routing protocol based on aodv. In Distributed Computing and
Applications to Business Engineering and Science (DCABES), 2010 Ninth International Symposium on, pages 312 —316, aug.
2010

[6] MOHAMMED TARIQUE, KEMAL E. TAPE, SASAN ADIBI AND SHERVIN ERFANI. SURVEY OF MULTIPATH ROUTING PROTOCOLS OF
MOBILE AD HOC NETWORKS, JOURNAL OF COMPUTER AND NETWORKS, 32(6):1125-1143,2009.

[7] S. Rimac-Drlje, O. Nemcic, and M. Vranjes. Scalable coding extension of the h.264/avc standard. In ELMAR,2008 50th
International Symposium, volume 1, pages 9 —12, sept. 2008.

[8] C. Perkins and E. Royer. Ad hoc on-demand distance vector routing.1999.

[9] YuHua Yuan, HuiMin Chen, and Min Jia. An optimized ad-hoc ondemand multipath distance VECTOR (aomdv) routing
protocol. In Communications, 2005 Asia-Pacific Conference on pages 569 —573, oct. 2005.

[10] Z.Ye, S.V. Krishnamurthy, and S.K. Tripathi. A framework for reliable routing in mobile ad hoc networks. In INFOCOM

2003.Twenty-Second Annual Joint CONFERENCES of the IEE Computer and Communications. IEEE Societies, volume 1,
pages 270 — 280 vol.1, march-3 april 2003.

[11] S.Corson, J. Macker, Mobile Ad Hoc Networking (MANET): Routing Protocols Performance Issues and evaluation,
RFC2501,1999

.ijceronline.com ||April||2013] | Page 10




" INE E R
Sourmat of International Journal of Computational Engineering Research||Vol, 03||Issue, 4]|

Engeneering

S

Mining Temporal Patterns for Interval-Based and Point-Based
Events

1 s Kalaivani, > M.Gomathi, * R.Sethukkarasi

123 Department of Computer Science and Engineering,R.M.K. Engineering College,
Kavaraipettai, Tamil Nadu, India.

Abstract

Previous research on mining sequential patterns mainly focused on discovering patterns
from point-based event data and interval-based event data, where a pair of time values is
associated with each event. Since many areas of research includes data on a snapshot of time points
as well as time intervals, it is necessary to define a new temporal pattern. In this work, based on the
existing thirteen temporal relationships, a new variant of temporal pattern is defined for interval-
based as well as point—based event data. Then, a hybrid pattern mining technique is proposed.
Experimental results show that the completeness and accuracy of the proposed hybrid technique
are more efficient than the existing algorithm.

Keywords: Data mining, temporal pattern, sequential pattern, interval-based event, point-based
event.

l. INTRODUCTION

Data mining (also called knowledge discovery) is useful in various domains such as market analysis,
decision support, fraud detection, business management, and so on [1], [2], [3]. Many approaches have been
proposed to extract information and sequential pattern mining is one of the most important methods.The
sequential pattern mining problem was first proposed by Agrawal and Srikant [4]. Data mining software is one
of a number of analytical tools for analyzing data. It allows users to analyze data from many different
dimensions or angles, categorize it, and summarize the relationships identified. Technically, data mining is the
process of finding correlations or patterns among dozens of fields in large relational databases.Temporal Data
Mining is a single step in the process of Knowledge Discovery in Temporal Databases that enumerates
structures (temporal patterns or models) over the temporal data. Any algorithm that enumerates temporal
patterns from, or fits models to, temporal data is a Temporal Data Mining Algorithm.

Temporal data mining tasks include:

«  Temporal data characterization and comparison,
«  Temporal clustering analysis,

*  Temporal classification,

»  Temporal association rules,

*  Temporal pattern analysis,

»  Temporal prediction and trend analysis.

Sequence Data Mining provides balanced coverage of the existing results on sequence data mining, as well as
pattern types and associated pattern mining methods. While there are several research on data mining and
sequence data analysis, currently there are no research that balance both of these topics. This paper fills in the
gap, allowing readers to access state-of-the-art results in one place.

Il. LITERATURE SURVEY

In [1] Shin-Yi Wu et al proposed a new kind of non ambiguous temporal pattern for interval-based
event data. Then, the TPrefixSpan algorithm is developed to mine the new temporal patterns from interval-
based events. W.J. Frawley et al. in [2] discussed the use of domain knowledge within Data Mining and defined
three classes of domain knowledge such as Hierarchical Generalization Trees (HG-Trees), Attribute
Relationship Rules (AR-rules) and Environment Based Constrains ( EBC ). Jiawei Han et al [3] proposed a
novel Sequential Pattern Mining Method named FreeSpan(Erequent Pattern-Projected Sequential Pattern
mining).The general idea of this method is integration of mining frequent sequences with that of frequent
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patterns and use projected sequence databases to confine the search and the growth of subsequent fragments.
Jian Pei et al [4] proposed a novel sequential pattern mining method, called PrefixSpan ( Prefix-projected
Sequential pattern mining), which explores prefix projection in sequential pattern mining. PrefixSpan mines the
complete set of patterns but greatly reduces the efforts of candidate subsequence generation. R. Agrawal and R.
Srikant in [5] proposed an algorithm MS-PISA, which stands for Multi Support Progressive mlning of
Sequential pAttens, which discovers sequential patterns in, by considering different multiple minimum support
threshold values for every possible combinations of item or item set.

C.-C. Yu and Y.-L. Chen in [6] discovered frequently occurred sequential patterns from databases and
also two efficient algorithms are developed to mine frequent sequential patterns from multi-dimensional
sequence data. J. Pei et al in [7] proposed a novel sequential pattern mining method called PrefixSpan, which
explores prefix-projection in sequential pattern mining. Prefixspan mines the complete set of patterns but
generally rduces the efforts of candidate subsequence generation. R. Srikant and R. Agrawal in [8] proposed the
use of constraint approximations to guide the mining process, reduce the number of discovered patterns. J. Pei,
J. Han, and W. Wang in [9] proposed a general model of sequential pattern mining with a progressive database
while the data in the database may be static, inserted or deleted. In addition to a progressive algorithm PISA,
standing for Progressive mining of Sequential pAtterns, to progressively discover sequential patterns in defined
time period of interest was presented. P.S. Kam and A.W.C. Fu in [10] considered an interval-based events
where the duration of events is expressed in terms of endpoint values, and these are used to form temporal
constraint in the discovery process. introduce the notion of temporal representation which is capable of
expressing the relationships between interval-based events. We develop new methods for finding such
interesting patterns.

1. EXISTING SYSTEM
3.1Point-based event is represented by one end point. It has three possible projection methods between two
events. Prefix Span algorithm is used for this event. The advantages of this algorithm are novel, scalable and
efficient.

Example : (PrefixSpan) Let the sequence database S given in Tablel an min-support =2. The set of items in the
database is {a,b,c,d,e,f,g}.
Table 1: A Sequence Database.

Sequence_No Sequence
01 <a (abc) (ac) d (cf) >
02 < (ad) c (bc) (ae) >
03 < (ef) (ab) (df) cb >
04 < eg (af) chc >

Step 1: Find length-1 sequential pattern.
Scan S once to find all frequent items in sequences. Each of these frequent items is a length-1 sequential pattern.
They are as follows:

<a>:4,<b>:4,<c>4, <d>:3,<e>:3,and<f>:3
Step: 2 Divide search space.
The sequential patterns can be partitioned into the following six subsets according to the six prefixes. Table 2
represents the projected database.

Table 2: Projected database.

Prefix Projected (Postfix) Database

<a> < (abc) (ac) d (cf >, < (_d) ¢ (bc) (ae) >,

<(_b) (df) ch >, < (_f) (cbc) >

<b> | <(c)(ac)d(ch) > <(c)(ae) > <(df)

ch> <c>

<c¢> | <(ac)d (cf) >, < (bc) (ae) >, <b >, <bc

>

<d> | <(cf)>, <c(bc)(ae) > < (f)ch>
<e> | < () (ab) (df) cb >, < (af) cbc >

<f> < (ab) (df) cb >, < cbc >
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Step 3: Find subsets of sequential patterns.
The subsets of sequential patterns can be mined by constructing corresponding projected databases and mine
each recursively. Table 3 represents the sequential database.

Table 3: Sequential patterns.

Prefix Sequential patterns

<a> <a><aa><a(bc)> <a(bc)a>,
<aba>,<abc>,< (ab)c >, < (ab)d >,
< (ab) f>, < (ab) dc >, <ac >, <aca>,
<ach >, <acc >, <ad >, <adc > < af >

<b> <b>,<ba> <bc><(bc)> < (bc)a
> < bd>, <bhdc>, <bf>

<c> <c><ca><ch><cc>

<d> <d> <db>, <dc> <dch>

<e> <e> <ea>, <eab>, <eac>, <each

> <eb> <ebc> <ec> <ech>, <ef
>, <efb >, <efc>, <efch>
<f> <f> <fbh> <fhc> <fc> <fch>

3.2. Interval-based event is represented by two end points. It has thirteen possible projection methods

LRI

between two events according to the classification scheme proposed by Allen [32]: “before”, “after”, “during”,
“contain”, “meet”, “met by”, “overlap”, “overlapped by”, “start”, “started by”, “finish”, “finished by”, and
“equal”. Based on these relationships, the patterns that they find may look like “(a during b),” which means that

“event a occurs during event b.”

= cstartsd
= doverlapsb

= coverlapsb

-

Fig.1. The temporal relationship of three event: b, c and d.

Definition 1: Event end points and order relations

An event g; has two end points " and e, called event end points, where ;" is the starting point (esp) and & is
the ending point (eep) of e;. Let the time of an event end point, either esp or eep, be denoted as time (u). Then
the order relation Rel(u,v) of two event end points u and v can be denoted as “ < ” if time (u) < time (v) and as “
= “iftime (u) = time (v).

Definition 2: Temporal sequence

The temporal sequence in Fig. 1 can be arranged in the following order: ¢*, d*, b*, ¢, d’, and b". A temporal
sequence can be constructively defined as follows:

1. A temporal sequence of one event, called a 1-event temporal sequence, can be written as (e;" @), where g
€ {1,...t}, and @€{ <} is the order relation of ;" and g;".

2.Letp = (1@ P2@.... B Pi B Pivs Bo1... B1Pj B Pjs1 Be1... Boict Pak )

denote a temporal sequence of k-event (with 2k event end points), called a k-event temporal sequence where p; is
an end point, and & € { <, =} for all i. suppose p'is the temporal sequence obtained by inserting event e, into
p. Assume that e,” must be placed between p; and pi.; and e, must placed between p; and pj.;. Then we have,

P =1 @P; Br... BaPi By B Pt Boto Ba P D' ea By Pit Bt Boca Pax )

where,
Rel (pi, €a") = @, Rel (4", piv1) = @57, Rel (pj, €2) = @y, and Rel (g4, Pj+1) = B-.

Fig.2. Construction of Temporal sequence.
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3.3 TprefixSpan Algorithm:

TPrefixSpan is very similar to PrefixSpan. However, the input sequences and output patterns for these
two methods are totally different. For example, the process to append a large 1-pattern to an original prefix in
TPrefixSpan is much more complicated than that in PrefixSpan. The main reason for these differences is due to
the fact that the input events and output patterns become interval-based instead of point-based, but in this paper

the point-based events are also used as input. Therefore, “temporal prefix”, “projection”, and temporal Postfix”
are used in the algorithm to design temporal patterns using TPrefixSpan.

3.4 Definition : ( Temporal prefix)

Suppose we have two temporal sequences a = (p1 @, P2 @... 1 Pp) and = (p'1 @1 pH Po ... Py
P'm), where m < n. Let p', denote the last esp in . Then, £ is called a temporal prefix of « if and only if 1) S is
contained in a, that is g is subset of a, 2) p’i = p; (for  <i<x),and 3) @; = & (for 1 <i<x-1).

3.5 Definition : (Projection)

Leta = (p1 @& P2 @ ... 69Iastp-l Piastp @astp Prastp+1 @astpﬂ . @ Pn-1 @ha Pn ) and ,B = (p,l ¢l p'z @, ...
@yapx @y ... @nap'n) be two temporal sequence satisfying S is subset of «, where p'is the last esp in £, and
Piasp 1S the end point in o that matches p’. A projection of o with respect to temporal prefix f is temporal
sequence a' is subset of a, which can be constructed by the following steps:
1)Seto' = @1 @1p" @5 ... Pyap @astp Prastp+1 @astpﬂ v @2 Pna Gh1 P )
2) If pi, where (lastp+1) < i <n, is an eep and its corresponding esp is not in o’ then delete p;.
3) After deleting p; set the order relation between p;; and pj+;as small ( @4, @i ).

3.6 Definition: (Temporal postfix )

Leta' = (p1 @1p" @ ... Prapk @astp Prastp+1 @astp+l oo @r2 Pn1 G P )
be the projection of a with respect to 5. Then temporal sequence Y = (P'x Blastp Prastp+1 Blastp+1 --- Bn-2 Pn-1 Bhe1 Pr)
is called the temporal postfix of a with respect to temporal prefix B, denoted as y = o/ f. If y contains only one
esp, that is p', then we set y = ¢. The fig.3 illustrates the generation of projection and temporal postfix.

I Prasip | I

o
5| 5 l
i
a | 2] % x x|
R —
r |2 |

Fig.3.lllustrations for projection and postfix

V. PROPOSED SYSTEM
4.1 HTPrefixSpan algorithm
Let us apply the HTPrefixSpan algorithm (which is given below) to the temporal sequence database S
in Table 4. This table has both interval-based and point-based as an input.

Table 4: Temporal Sequence Database S

Patient Temporal sequence

0 fatseshtagscTafabag<c)

a2 fa* <o <figbt<ci Lo <d <hsd <)
a3 jaT S bt dedf S TS S Sgtd )

I
The terms a+, b+, ¢+ d+ and a-, b-, c-, d- are the starting and ending events of the interval-based event
respectively. Whereas, e, f, g, h are the point-based events. Initially we need to find,

L={@ <a) (" <b) (" <c), (@ <d) ) ) ©@. ")}
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Consider a = (a* <b"<d"<e<g<c'<b <h<d<a<c)andf=(a"<b"<d"<e<g<c'<b <h

).

Then the projection and temporal postfix for the above database S is given below respectively,
a=(a"<b"<d'<e<g<c'<b <h<a<c)
y=(c"<b<h<a<c)

After projecting S with respect to every frequent 1-pattern in L;, we obtain eight projected databases, as shown
in Table 5.

Table 5: Projected Database of L

Prefix Projected Database

(a*<a’) (@"<e<b'<a<c'<f<b<g<c)
(a*<a <f<g< b*<c'<c <d <h<d <b")
(@" < b <e<f< b <c*<d"<c <g<d<a)

(b*<b) (b*<c'<f<b<g<c)
(b*<c'<c<d'<h<d <b)
(b*<e<f<b <c"<d"<c <g<d)
(c*<c) (c"<f<g<c)
(c"<c <d"<h<d)
(c*<d* <c <g<d)

(d*<d) (d* <h< d), (d* < ¢ <g<d)

(e) (e<b*<c'<f<b<g<c)
(e <f<c'<d'<c <g<d)

® (f<og)
(f<g<b™<c" <o <d'<h<d <b)
(f<c<d’<c <g<d)

@ (g), (g<b’<c*<c <d<h<d <b’)

(h) (h)

Then the candidates can be generated by inserting the prefixes with one another.

For an example o = (@* < a ) with L { (b < b"), (c* <), @@ < d), (e), (), (@), () }
Repeat the process till o = (g) with Ly { h }

Consider (a" < a’) with (b™ < bb") the possible insertion places are as follows:

(a'<b'<a<b) __31

(a"<b"<b<a) —p2

(a*<a<b"<b) —»3
From the above example 1, 2 and 3 are present in the database so they are consider as frequent temporal
patterns. By repeating the process the following temporal patterns has been generated.

(a*<c'<a<c)
(a"<a<c'<c)
(a"<d"<d<a)
(a"<a <d*<d)
(a*<e<a)
(a"<f<a)
(a"<a <e)
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(a"<g<a)
(a"<a<g)
(a*<a <h)
(b"<c'<b <c)
(b*<c"<c<b)
(b*<d"<d <b)
(b*<b <d"<d)
(b*<e<b’)
(b"<f<b)
(b"<b<g)
(b"<h<b)
(c"<d"<c<d)
(c"<c<d'<d)
(c"<f<c)
(c"<g<c)
(c'<c<g)
(c*<c<h)
(d"<g<d)
(d"<h<d)
(e<f)

(e<g)

(f<g)

(f<h)

(g<h)

4.2 HTPrefixSpan Algorithm

Stepl: Scan the database S to identify the interval-based and point-based inputs.

Step2: Find the projection and temporal postfix patterns using the above mentioned definition.
Step3: Using the prefix of length-1 generate projected database.

Step4: Generate the set of patterns using all the prefix combinations.

Step5: The generated patterns from step4 are compared with the database.

Step6: The coinciding patterns with the database are considered as the Temporal Patterns.

V. APPLICATIONS
This temporal pattern mining is applicable to various fields like financial services, census, stock
fluctuations, library management, hospital management etc.,

VI. CONCLUSION AND FUTURE WORK
In this paper, a new algorithm Hybrid TPrefixSpan is proposed and implemented. This technique uses
the approach of Tprefix span and extends the algorithm by including point based events also in the temporal
sequence. Thus the proposed algorithm can be used for both interval-based and point-based events. This makes
an efficient way of mining the exact data from the database. This work can be extended to find time span
between frequent temporal patterns. The ambiguous problem of temporal pattern representation can also be
considered in the future work.
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Abstrct:

There are many methods of solving eigenvalue problems, including Jacobi method,
polynomial method, iterative methods, and Householder’s method. Unfortunately, except the
polynomial method, all of these methodsare limited to solving problems that have lump mass matrices.
It is difficult to use them when solving problems that have consistent mass or stiffness matrix. The
polynomial method also becomes very difficult to use when the size of the matrix exceeds 3 x 3. There
is, therefore,a need for a method that can be used in solving all types of eigenvalue problems for
allmatrix sizes. This work provides such a method by the application of matrix iterative-inversion,
Iteration-Matrix Inversion (1-MI) method,consisting in substituting a trial eigenvalue, A into (A —AB) =
0, and checking if the determinant of the resultant matrix is zero. If the determinant is zero then the
chosen eigenvalue is correct; but if not, another eigenvalue will be chosen and checked, and the
procedure continued until a correct eigenvalue is obtained. A QBASIC program was written to
simplify the use of the method. Five eigenvalue problems were used to test the efficiency of the method.
The results show that the newly developed I-MI method is efficient in convergence to exact solutions of
eigenvalues. The new 1-MI method is not only efficient in convergence, but also capable of handling
eigenvalue problems that use consistent mass or stiffness matrices. It can be used without any limit for
problems whose matrices are of n X n order, where 2 <n < . It is therefore recommended for use in
solving all the various eigenvalue problems in structural engineering.

Keywords: Eigenvalue, Matrix, Consistent mass, Consistent Stiffness, Determinant

l. INTRODUCTION
The dynamic equation in structural dynamicsis given by Fullard(1980) as in equation (1).

{F()} = IMI{X"} + [CI{X' + [KI{X ----mmmmrmemmeeeoes @)

where {F(t)} is the time-dependent loading vector; [M] is the mass matrix; {X'} and {X™} are the first and
second time derivatives of the response vector,{X}; [C] is the damping matrix; and [K] is the stiffness matrix.
For the case of free vibration in nature where {F(t)} = [c] = 0, the dynamic equation reduces to equation (2).

[M{X11} + [K{X} =0 e 2
When a static stability case is considered,the equation further reduces to equation (3).
(Fr=[K-KgHX} e 3

Where K is the material stiffness and Kg is the geometric stiffness. {F} is the vector of bending forces (shear
force and bending moment). The continuum (beam or plate) can bucklein cases of axial forces only with no
bending forces; the equation becomes as written in equation (4).

0=[K-Kglx} ~ ————m ()

Equation (2) is used in finding the natural frequencies in structural dynamics, while equation (4) is used to
determine the buckling loads in structural stability. The solutions in both cases are called eigenvalue or
characteristic value solutions.

In structural mechanics, shape functions are usually assumed to approximate the deformed shape of the
continuum. If the assumed shape function is the exact one, then the solution will converge to exact solution. The
stiffness matrix [K] is formulated using the assumed shape function. In the same way, the mass matrix [M] and
the geometric stiffness matrix [Kg] will be formulated. The mass matrix and the geometric stiffness matrix
formulated in this way are called consistent mass matrix and consistent geometric stiffness matrix respectively
(Paz, 1980 and Geradin, 1980).
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Owen (1980) transformed equation (2) to into the form expressed in equations (5a) and (5b).
[KI{X3 = o [MI{X} (5a)
(K] -0 MD{X}=0 oo (5b)

It is easy to determine the eigenvalues of equations (4) and (5) when the size of the square matrix is not more
than 3 x 3. Geradin (1980) noted that significant amount of computational effort is required for the eigenvalue
problems using consistent mass matrix. Because of this difficulty, many analysts preferred using lump mass
matrix to consistent mass matrix. The works of Key and Krieg (1972) and Key (1980) showed that the
difference between the solutions from lump mass and consistent mass is very significant. Since the difference in
the solutions is high, analystsneed not stick to the use of lump mass just because it is easy to solve.Sheik et
al.(2004) recommended efficient mass lumping scheme to form a mass matrix having zero mass for the internal
nodes. This, according to them, would help facilitate condensation of the structural matrix. The use of lump
mass matrix will transform equation (5) into the form written in equation (6).

(K- o’mID{XF =0 oo (6)

where [1] is the identity matrix. Equation (6) can simply be written as shown in equation (7).

(A-ADX=0 --m--mmmmmmmmmmemees (7

where A is a square matrix, A is a scalar number called eigenvalue or characteristic value of matrix A, | is
identity matrix, and X is the eigenvector (Stroud, 1982 and James, Smith and Wolford, 1977). There are many
methods of solvingequations (6) and (7). Some of the methods include Jacobi method, polynomial method,
iterative methods, and Householder’s method (Greenstadt, 1960; Ortega, 1967; and James, Smith and Wolford,
1977).1terative methodsarebased on matrix—vector multiplication. Some of the iterative methods include power
method, inverse iteration method (Wilkinson, 1965), Lanczos method (Lanczos, 1950), Arnoldi method
(Arnoldi, 1951; Demmel, 1997; Bai et al., 2000; Chatelin, 1993; and Trefethen and Bau, 1997), Davidson
method, Jacobi-Davidson method (Hochstenbach and Notay, 2004; and Sleijpen and van der Vorst, 1996),
minimum residual method, generalized minimumresidual method(Barrett et al., 1994), multilevel
preconditioned iterative eigensolvers (Arbenz and Geus, 2005), block inverse-free preconditioned Krylov
subspace method (Quillen and Ye, 2010), Inner-outer iterative method (Freitag, 2007), and adaptive inverse
iteration method (Chen, Xu and Zou, 2010). Unfortunately, except the polynomial method, all of these
methodscan only be used for equations (6) and (7); they cannot handle equations (4) and (5); andas previously
noted, Polynomial method also becomes very difficult to use when the size of the matrix exceeds 3 x 3.

There is, therefore,a need for a method that can be used in solving eigenvalue problems of equations (6) and (7)
as well as equations (4) and (5) for any size of matrix.This work provides such a method by the application of
matrix iterative-inversion, consisting in substituting a trial eigenvalue, A into (A — AB) = 0, and checking if the
determinant of the resultant matrix is zero. If the determinant is zero then the chosen eigenvalue is correct; but if
not, another eigenvalue will be chosen and checked, and the procedure continued until a correct eigenvalue is
obtained.

1. MATRIX ITERATIVE-INVERSION
Trivial solutions will exist for both equations (4) and (5)if and only if {X} = 0. To avoid trivial solutions,
equations (4) and (5) will respectively satisfy equations (8) and (9).

K -kg)l=0 (g)
Kl -e*mMl=0 e ——— (9
Equations (8) and (9) can simply be written as in equation (10).
4] -agll=0 e (10)
Let[€] = [[AA-aB]]--—-————————— (11)
Thatistosay |Cl =0 = e — (12}
The inverse of m]a_trix [C] is denoted as [C]™. From elementary mathematics,
D 1

-1 _ -

(1™ = 7g (13)

Where [D] is the matrix of the cofactors of the elements of . The implication of equation (13) is that
the inverse of matrix C, [C]™ will be infinity (and this does not exist) as long as its determinant is equal to zero.
The approach used in this work is to deal with the inverse matrix because it is easier to evaluate the inverse of a
matrix using row operation rather than the determinant of the same matrix. The iteration process can start
withtaking the value of A as zero and checking if the inverse [C]™ exists or not. If the inverse exists then zero is
not the eigenvalue; A will then be increased (say by 0.1) and used to test if the inverse of C matrix exists. If the
inverse still exists, A will again be increased and the process repeated until the inverse matrix ceases to exist as it
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becomes infinity. The value of A at which the inverse matrix becomes infinity is the lowest eigenvalue.The next
eigenvalue will be a slight increment of this lowest eigenvalue, say A+0.1.

I1. QBASIC PROGRAM FOR THE METHOD
A simple user-friendly and interactiveQBASIC program which requires no special training to be
usedwas written in order tosimplify the use of this method (see appendix to this work).The program was used to
test the following problems.

2 0 1 10
[1] -1 4 —1]— A[U 1 (Stroud, 1982)
-1 2 © 0 0
01 01 0.1 10
[2] 01 02 U.E]— Jl[[] 1 (James, Smith and Wolford, 1977)
01 0.2 0.3 o0

0.324 0194 01
0.194 01392 01
0,182 0121 01

[3] 3.863 6.05 6857

[5.143 3.883 3.54-3]
-4
13,5343 6.857 4341

[4] 47212 11.8316 11.80294 0.1195 0.29904 0.2C
14,7212 11.80294 11.91943 01195 0.299 0.3

[1.8844  4.7212 47212 ] [U.Uﬂ}?ﬁ 01193 011
-1

(0.60953  0.3962 (.34287 0.30477 0.0127  0.00762 0.00635 0.005
5] 0.3962  0.4039 040964 041738 _, 0.00762 0.00544 0.00476 0.004;
0.34287 0.40964 0.44353 04777 0.00635 0.00476 0.00423 0.003
10.30477 041738 04777 053884 0.00344 0.00423 0.00351 0.003

V. RESULTS, DISCUSSION, AND CONCLUSION

The resulting lowest eigenvalues obtained for the above five problemsby use of the developed Q
BASIC program are as shown in Table 1. When these lowest eigenvalues are substituted into their respective
problems, and the determinants of the problems calculated, the resulting values of the determinants are as shown
in Table 2. It is a common knowledge that the determinant of an eigenvalue matrix is zero when the exact
eigenvalue is substituted into it. Hence, if the eigenvalues in table 1 were exact or approximate eigenvalues of
matrices 1, 2, 3, 4 and 5, the determinants would be exactly or approximately equal to zeroupon substituting the
eigenvalues into the matrices.Table 2 shows that the determinants from the Iteration-Matrix Inversion (I-Ml)
method areapproximately zero.It can also be seen from table 2 that the determinant for matrix 2 from power
method (James, Smith and Wolford, 1977) is far from being zero. The results show that the newly developed I-
MI method is efficient in convergence to exact solutions of eigenvalues. The new I-MI method is not only
efficient in convergence, but also capable of handling eigenvalue problems that use consistent mass or stiffness
matrices.It can be used without any limit for problems whose matrices are of n X n order, where 2<n <oo. It is
therefore recommended for use in solving all the various eigenvalue problems in structural engineering.

Table 1: Results of Eigenvalue Problems

Eigenvalues from Matrix Iterative-Inversion method
Problem 1st Eigenvalues
o 1st _2nd ~ 3rd _ 4th from Reference
eigenvalue eigenvalue eigenvalue eigenvalue
1 1 2 3 1t
2 0.031 0.2618 0.5049 1.982
3 15.113 15.8732 63.2421 No reference
4 10.089 10.189 10.289 No reference
5 47.2399 47.9867 116.9181 117.0181 No reference

1:(Stroud, 1982); 2: (James, Smith and Wolford, 1977)
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Table 2: Determunants of Eigenvalue Problems

Determmnant from Matnx Iterative-Inversion method
Problem S Detenminant
me lzt 1-_7mm Znd Frcm 3rd Frum 4th from Referance

1 W] 0 0 ol
2 -3 2E-06 Q01109 00000017 -5.508152
3 367ED6 018070 D00285 Mo reference
4 0011196 0011067 001093784 Mo reference
3 3O6T7E-13 -191E0Z L TOIEQ9 50Q379E-00Q Mo reference

1:(Stroud, 1982), 2: (James, Smith and Welford, 1977)

V. APPENDIX (VISUAL BASIC PROGRAM)

Private Sub STARTMNU_Click()
ReDim AA(40, 100, 100), AANS(100, 100), ANS(100, 100)
ReDim MROW(100), MCOLUMN(100), MM(40, 100, 100), MMANS(100, 100), EMMANS(100, 100)
ReDim INVM(100, 200), INVAM(200, 200), INVRM(200, 200), INVABM(100, 200), A(200, 200), B(200,
200)
Dim VROW As Variant, VCOLUMN As Variant
Cls
FontSize=11: OWUS =0
2220 OWUS=0:0W=1
'THIS AREA IS FOR MATRIX INVERSION
'HERE IS THE INPUT FOR INVERSION
10 VROW = InputBox("WHAT'S THE NO. OF ROWS OF THIS MATRIX ?"): NR =1 * VROW
If VROW = 0 Then Notice = InputBox("IT IS NOT POSSIBLE", "ROW OF MATRIX CAN'T BE ZERQ",
"Click O.K. for me"): GoTo 10
20  VCOLUMN = InputBox("WHAT'S THE NO OF COLUMNS OF THIS MATRIX?")
If VCOLUMN = 0 Then Notice = InputBox("IT ISNOT POSSIBLE", "COLUMN OF MATRIX CAN'T BE
ZERQO", "Click O.K. for me"): GoTo 20
If VROW <> VCOLUMN Then MsgBox (IMPOSSIBLE), , "IMPOSSIBLE" Else GoTo 2221
2221 For X=1To VROW
For Y =1To VROW
A(X, Y) = InputBox([ Y], [X], "ENTER A")
Next Y
Next X
For X=1To VROW
For Y =1To VROW
B(X, Y) = InputBox([ Y], [X], "ENTER B")
Next Y
Next X
T=0
22555 For =1 To VROW
For J=1 To VCOLUMN
INVM(I, J) = A(l, J) - T *B(l, J)
Next J
Next |
'THE INVERSE IS CARRIED OUT HERE
' THE PREAMBLE OF INVERSION
For 1 =1 To VROW
ForJ=1To2*VCOLUMN
INVAM(I, J)=0
Next J
Next |
For 1 =1 To VROW
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ForJ=1To2*VCOLUMN

INVAM(I, J) = INVAM(I, J) + INVM(I, J)

Next J

Next |

For 1 =1To VROW

INVAM(I, | + VCOLUMN) = INVAM(I, | + VCOLUMN) + 1

Next |

For 1 =1To VROW

ForJ=1To VCOLUMN

INVABM(I, J) = INVAM(, J)

Next J

Next |

ZZ7=1

'THIS IS THE PLACE FOR INVERSION PROPER

For 1 =1To VROW

OWUSS = INVAM(I, I)

3333 If OWUSS > -0.0001 And OWUSS < 0.0001 Then GoTo 2222
ForJ=1To2*VCOLUMN

INVAM(I, J) = INVAM(I, J) / OWUSS

Next J

ForJ=1To VROW

If J=1)Then GoTo 77777

OWUSS = INVAM(J, 1)

For K=1To 2 * VCOLUMN

INVAM(J, K) = INVAM(J, K) - OWUSS * INVAM(I, K)

Next K

77777 NextJ

Next |

" If T>40 Then GoTo 1111111

T=T+0.0001

GoTo 22555

2222 'HERE IS THE PLACE INTERCHANGE OF ROWS

If I +ZZ=3*VROW Then GoTo 1111111: 'MsgBox (IMPOSSIBLE), , "THIS MATRIX HAS NO
INVERSE":

Forw=1To2*VCOLUMN

INVRM(I, W) = INVAM(I, W): INVRM(I + ZZ, W) = INVAM(l + ZZ, W)
INVAM(I, W) = INVRM(X + ZZ, W): INVAM(I + ZZ, W) = INVRM(I, W)
Next W

OWUSS = INVAM(I, I)

If OWUSS =0 Then ZZ=27Z + 1: GoTo 6666

Z =1: GoTo 3333

6666 ForW=1To2*VCOLUMN

INVRM(I, W) = INVAM(I, W): INVRM(I + ZZ, W) = INVAM(l + ZZ, W)
INVAM(I, W) = INVRM(I + ZZ, W): INVAM(I + ZZ, W) = INVAM(I, W)
Next W

IfI + ZZ =3 *VROW Then: GoTo 1111111: 'MsgBox (IMPOSSIBLE), , "THIS MATRIX HAS NO
INVERSE™":

ZZ =77 +1: GoTo 2222

'this is the end of inversion

1111111

Print "RESULT"

Print" H = "; Format(T, "0.###0");

If OW = NR Then GoTo 1111112

OW=0W+1:T=T+0.1

GoTo 22555

1111112

WWW = InputBox(" Press OK or Cancle to Stop")

End Sub
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Abstract

This paper presents a review to the path planning optimization problem using genetic
algorithm as a tool. Path planning is a term used in robotics for the process of detailing a task into
discrete motions. It is aimed at enabling robots with capabilities of automatically deciding and
executing a sequence motion in order to achieve a task without collision with other objects in a given
environment. Genetic algorithms are considered as a search process used in computing to find exact or
an approximate solution for optimization and search problems. There are also termed as global search
heuristics. These techniques are inspired by evolutionary biology such as inheritance mutation,
selection and cross over.

Keywords - Chromosome, Genetic Algorithm (GA) , Mutation, Optimization, Path Planning.

l. INTRODUCTION

Motion planning is a term used in robotics for the process of detailing a task into discrete motions. It is
a process to compute a collision-free path between the initial and final configuration for a rigid or articulated
object (the "robot™) among obstacles. It is aimed at enabling robots with capabilities of automatically deciding
and executing a sequence motion in order to achieve a task without collision with other objects in a given
environment. Typically the obstacles and the mobile objects are modeled. Given a source position & orientation
for mobile object and goal position & orientation, a search is made for a path from source to goal that is
collision free and perhaps satisfied additional criteria such as a short path, a path which can be found quickly or
a path which does not wander too close to any one of the obstacles. The general path planning problem requires
a search in six dimensional spaces since the mobile object can have three translational and three rotational
degrees of freedom. But still there are three dimensional search problems which have two translational and one
rotational degrees of freedom. [10]The Genetic algorithm is an adaptive heuristic search method based on
population genetics. Genetic algorithm were introduced by John Holland in the early 1970s [1].Genetic
algorithm is a probabilistic search algorithm based on the mechanics of natural selection and natural genetics.
Genetic algorithm is started with a set of solutions called population. A solution is represented by a
chromosome. The population size is preserved throughout each generation. At each generation, fitness of each
chromosome is evaluated, and then chromosomes for the next generation are probabilistically selected according
to their fitness values. Some of the selected chromosomes randomly mate and produce offspring. When
producing offspring, crossover and mutation randomly occurs. Because chromosomes with high fitness values
have high probability of being selected, chromosomes of the new generation may have higher average fitness
value than those of the old generation. The process of evolution is repeated until the end condition is satisfied.
The solutions in genetic algorithms are called chromosomes or strings [2].

A genetic algorithm is a search technique used in computing to find exact or approximate solutions to
optimization and search problems. Genetic algorithms are categorized as global search heuristics. Genetic
algorithms are a particular class of evolutionary algorithms (EA) that use techniques inspired by evolutionary
biology such as inheritance, mutation, selection, and crossover [7]. Genetic algorithms have been used to find
optimal solutions to complex problems in various domains such as biology, engineering, computer science, and
social science. Genetic algorithms fall under the heading of evolutionary algorithm. Evolutionary algorithms are
used to solve problems that do not already have a well defined efficient solution. Genetic algorithm have been
used to solve optimization problems (scheduling, shortest path, etc), and in modeling systems where randomness
is involved (e.g., the stock market).
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Il.  GENETIC ALGORITHM

2.1. Initialization

Initially many individual solutions are randomly generated to form an initial population. The
population size depends on the nature of the problem, but typically contains several hundreds or thousands of
possible solutions. Traditionally, the population is generated randomly, covering the entire range of possible

solutions (the search space).

| Create initial random population

|

Evwvaluate fitness for cach
popelation

| Store best individual |

| Creating meating paosol |

!

Create next generation by applying
TSR0 YeT

Reproduos and ignome few
P Latio ms

Pertorm mutatiomn

Figure No.1 Flowchart of GA [9]

2.2. Selection

During each successive generation, a proportion of the existing population is selected to breed a new
generation. Individual solutions are selected through a fithess-based process, where fitter solutions (as measured
by a fitness function) are typically more likely to be selected. Certain selection methods rate the fitness of each
solution and preferentially select the best solutions.

Most functions are stochastic and designed so that a small proportion of less fit solutions are selected. This
helps keep the diversity of the population large, preventing premature convergence on poor solutions. Popular
and well-studied selection methods include roulette wheel selection and tournament selection.

2.3. Reproduction

The next step is to generate a second generation population of solutions from those selected through
genetic operators: crossover (also called recombination), and/or mutation. For each new solution to be produced,
a pair of “parent” solutions is selected for breeding from the pool selected previously.

By producing a “child” solution using the above methods of crossover and mutation, a new solution is
created which typically shares many of the characteristics of its “parents”. New parents are selected for each
new child, and the process continues until a new population of solutions of appropriate size is generated.

These processes ultimately result in the next generation population of chromosomes that is different
from the initial generation. Generally the average fitness will have increased by this procedure for the
population, since only the best or genetic algorithm from the first generation are selected for breeding, along
with a small proportion of less fit solutions.
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2.4, Termination
This generational process is repeated until a termination condition has been reached. Common
terminating conditions are:

A solution is found that satisfies minimum criteria;

Fixed number of generations reached;

Allocated budget (computation time/money) reached;

The highest ranking solution’s fitness is reaching or has reached a plateau such that successive iterations
no longer produce better results;

o Manual inspection.

2.5 APPLICATIONS OF GENETIC ALGORITHM [8]

Nonlinear dynamical systems—predicting, data analysis

Robot trajectory planning

Evolving LISP programs (genetic programming)

Strategy planning

Finding shape of protein molecules

TSP and sequence scheduling

Functions for creating images

Control—gas pipeline, pole balancing, missile evasion, pursuit
Design—semiconductor layout, aircraft design, keyboard configuration, communication networks
Scheduling—manufacturing, facility scheduling, resource allocation

Machine Learning—Designing neural networks, both architecture and weights.
Signal Processing—filter design

I11.  LITERATURE REVIEW

3.1 Path planning in construction sites: performance evaluation of the Dijkstra, A", and GA search
algorithms A.R. Soltani, H. Tawfik, J.Y. Goulermas, T. Fernando [2] says:

The study illustrated the potential of deterministic and probabilistic search algorithms in addressing the
site path planning issues with multiple objectives. The application generate the shortest path, low risk path,
most visible path, and finally the path that reflects a combination of low risks, short distance, and high visibility
between two site locations. Dijkstra algorithm can find optimal solutions to problems by systematically
generating path nodes and testing them against a goal, but becoming inefficient for large-scale problems. A" can
find optimal and near to optimal solutions more efficiently by directing search towards the goal by means of
heuristic functions, reducing the time complexity substantially. These algorithms suffer from the curse of
dimensionality effect, which limits the Dijkstra and A” operation to small and medium problems.

Comparison of the algorithms path cost solution

Path evaluation criteria Dijkstra path cost solution A* path cost solution GA path cost solution
Distance minimisation 804 804 T8.6
Safety minimisation 41.5 416 i3
Visibility maximisation 435 437 425
Combined optimisation via G 353 432 395
Combined optimisation via G, 297 3R 302

Figure No.2 Courtesy [2] environment for research
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Probabilistic optimization approach based on GA generates a set of feasible, optimal, and close-to-optimal
solutions that captures globally optimal solutions. GA operators exploit the similarities in string structures to
make an effective search. Good regions of the search space get exponentially more copies and get combined
with each other by the action of GA operators and finally form the optimum or a near-optimum solution in
substantially less time. The GA’s performance limitations are mainly related to obtaining less accurate solutions
and the time-consuming fine-tuning process to guide the search. The future avenues for this work include
investigation of the applicability of fuzzy based multi-criteria evaluation, and hybrid optimization search
algorithms.

3.2 Dynamic path planning of mobile robots with improved genetic algorithm Adem Tuncer , Mehmet
Yildirim [3] says:

They have improved a new mutation operator for the GA and applied it to the path planning problem of
mobile robots. The improved mutation method simultaneously checks all the free nodes close to mutation node
instead of randomly selecting a node one by one. The method accepts the node according to the fitness value of
total path instead of the direction of movement through the mutated node. It is clearly seen from the results that
the GA with the proposed mutation operator can find the optimal path far too many times than the other methods
do. The average fitness values and the average generation humbers of the proposed method are better than the
other methods.

| =T | __f-=T
|
P —
il
ks ! I
(a)
Experimental results for the initial environment in Fig. 5a.
# of optimal # of near optimal # of infeasible Fitness Generation Solution time
solution solution solution wvalue number (s)
Random mutation 1 86 13 31.78 21 0.28
Mutation in Ref. [ 14] 3 69 28 2025 23 0.31
Mutation in Ref. [20] 2 69 29 2091 22 0.46
Mutation in this 54 44 2 27.82 11 0.89
study
Experimental results for the modified environment in Fig. 5b.
# of optimal # of near optimal # of infeasible Fitness Generation Solution time
solution solution solution value number (s)
Random mutation ] 95 5 3537 23 0.20
Mutation in Ref. [ 14] ] 95 5 31.21 22 0.26
Mutation in Ref. [20] ] 89 11 30.87 23 0.41
Mutation in this 44 56 0 29.08 11 0.86

study

Figure No.3 Courtesy [3] environment for research

3.3 Multi-robot path planning using co-evolutionary genetic programming Rahul Kala [4] says:

Motion planning for multiple mobile robots must ensure the optimality of the path of each and every
robot, as well as overall path optimality, which requires cooperation amongst robots. The paper proposes a
solution to the problem, considering different source and goal of each robot. Each robot uses genetic
programming for figuring the optimal path in a maze-like map, while a master evolutionary algorithm caters to
the needs of overall path optimality. Co-operation amongst the individual robots, evolutionary algorithms
ensures generation of overall optimal paths. Experiments are carried out with a number of maps, scenarios, and
different speeds. Experimental results confirm the usefulness of the algorithm in a variety of scenarios.The
modeling scenario has a maze like map where the different robots are initially located at distinct places and are
given their own goals that they are supposed to reach. It further assumes that each robot moves with its own
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speed. The algorithm makes use of co evolutionary genetic programming. At the first level a linear
representation of genetic programming is used. The individual in this case consists of instructions for movement
whenever a cross is encountered. The other level consists of a genetic algorithm instance. This algorithm selects
the individuals from the genetic programming and tries to generate a combination such that the overall path of
all the robots combined is optimal.

H-FT

Summary of situation and results for simul ation with 2 robots.

5. Mo. Factor Robot 1 Robot 2
1 Source (0.2) (24.23)
2 Coal (24,23) {0, 2)

3 Speed 0.5 0.3

4 Reached Goal Yes Yes

5 Collision No No

[ Time 142 383

7 Path Length [:153 115

Figure No.4 Courtesy [4] environment for research

3.4 A new vibrational genetic algorithm enhanced with a Voronoi diagram for path Planning of
autonomous UAV Y. Volkan Pehlivanoglu [5] says:

The algorithm emphasizes a new mutation application strategy and diversity variety such as the global
random and the local random diversity. Clustering method and Voronoi diagram concepts are used within the
initial population phase of mVGA process. The new algorithm and three additional GA’s in the paper are
applied to the path planning problem in two different three-dimensional (3D) environments such as sinusoidal
and city type terrain models and their results are compared. The first mutation operator is applied to all genes of
the whole population and this application provided global but random diversity in the population. The global
diversity afforded a chance for the population to escape from all local optima. The second mutation operator
was specifically applied to the genes of an elite individual in the population. This application provided local
diversity leading to a fast convergence. From the results obtained, it is concluded that a \Voronoi supported multi
frequency vibrational genetic algorithm is an efficient and fast algorithm since it avoided all local optima within
relatively short optimization cycles.

3.5 Path planning on a cuboid using genetic algorithms Aybars UG'UR [6] says:

Optimization on a cuboid has potential applications for areas like path planning on the faces of
buildings, rooms, furniture, books, and products or simulating the behaviors of insects. This paper, addresses a
variant of the TSP in which all points (cities) and paths (solution) are on the faces of a cuboid. They developed
an effective hybrid method based on genetic algorithms and 2-opt to adapt the Euclidean TSP to the surface of a
cuboid. The aim is to develop a simple and efficient method to find the optimum route visiting all items on a
cuboid, one of the most common man-made object shapes. They selected a good TSP solving hybrid method
based on GA and 2-opt that has been used for many years. They integrated it with an algorithm developed to
calculate the distances of any two points on a cuboid; this implementation allows the hybrid method to be
replaced by faster TSP solvers. In accordance with the main goal of this study, the first TSP optimization results
were obtained and presented for different point densities in the cuboid environment. A second contribution is the
presentation approach of the solution and environment. The user can rotate or scale the cuboid and trace the

.ijceronline.com i Page 27




Path Planning Optimization Using Genetic...

optimum path easily.

GA Paramseters

GA parameter Default Min Max
CGeneration Size 100 1 65535
Papulatian Size 250 3 65535
Crossaver Rate aso ao 10
Mutatian Rate aos ao 10
& 3D Visualization of Cuboid (o i=1[=3]
Transparencys On & O Typeo: @ Por Paratict
-
\“ %
\/
.
——— <

Figure No.5 Courtesy [6] environment for research

IV. CONCLUSION
Based on the various papers studied and textbooks referred it can be concluded that for multi objective

optimisation problems genetic algorithms find variety of applications in different fields. Optimal path planning
is one of the important factors in scheduling, moving, transporting, etc.Various factors considered for optimal
path planning includes avoiding obstacles, minimum path finding, multi objectives constraining, safe distance
travelling, etc. For finding the optimal path various optimization techniques are used out of which genetic
algorithm finds extreme applications as it gives optimum results considering global population.If proper
mathematical model is formed it can give the optimum results in optimum time for path planning/motion
planning in the field of robotics.
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Abstract

In this paper we designed and built an automatic parking lot management system that keeps
track of vehicles entering and leaving a parking lot. Another system was designed and built to record
(using a camera) activities of cars entering and leaving the parking lot. Secondly we designed and built
an automatic service request management system. This system keeps track of all requests from different
rooms and keeps a record of them. Thirdly we designed and built an automatic phone call management
system that utilizes the existing power lines as the phone call carrier medium. For all systems we
developed programs and employ a visual interface design.

l. INTRODUCTION

1.1 Parking Lot Management and Security System

With all events taking place around the world, security concerns are continuously on the rise. As a
consequence of wars, conflicts, or social problems, security concerns must be thoroughly evaluated and
necessary measures must be taken in order to reduce risks and improve the safety of people, assets, and
facilities. Many places need to be kept secure from intruders or suspects. Parking Lots are provided for visitors
of all government buildings, hotels, hospitals, and large buildings. They have been a prime security concern, as
many incidents of terrorism were carried out by implanting cars with bombs in parking lots of important
buildings. Management and security of parking lots is a continuous challenge. It would be a great idea if an
automatic management and security system is designed to continuously manage and watch a parking lot
.Cameras are utilized extensively for security solutions. Due to technological advances in manufacturing,
cameras are very affordable, abundant, and being used nowadays to monitor and record all activities within
certain places. For example banks, airports, government facilities, and even supermarkets are equipped with
different cameras that keep recording and tracking activities inside and outside those facilities.

Normally, a camera and a video recording system is installed at the gate of the building to take
photographs or a slow motion video and record them along with a timing stamp which tells the reviewer of
these records the time and date information. Such systems will allow retrieving the photographs taken within a
defined period of time A draw back is that current security systems employ cameras that keep running and
recording continuously regardless of activity taking place or not. Such practice produces huge amount of
recorded data and requires huge storage capacity especially when high resolution cameras are used. As a result
the captured data quickly fills the storage devices being used. [1]

1.2 Service Request Management

Modern hospitals and hotels are of great importance for nowadays civilized communities. Hospitals
extend their medical services to all people, adults and children. Hotels extend their services to most travelers
from within the country or from outside the country. Millions of people use the services of hotels and hospitals
throughout the world daily. Modern hospitals and hotels of nowadays have high tech equipments that are used
for many different purposes. These equipments integrate advanced electronics and computer systems to provide
extremely useful tools. Nurses in hospitals continuously watch patients that stay at different rooms. These
patients require some assistance at certain times. The on duty nurse is supposed to answer the requests from
different patients and address their demands or concerns. Similarly in hotels many rooms are occupied by
hundreds of guests daily. These guests have different demands that need to be answered in order to keep the
service quality of the hotel at a higher class. Current service request management systems located at hospitals
produce an audio and a visual alarm at the nurse desk indicating that requests have been issued. The nurse
should keep track manually of the requests. Work stress can cause the nurse to miss some of the requests or
answer some requests before others. Similarly in hotels requests are in general placed by the guests via
telephone. The help desk staff record the requests manually in order to answer them. It would be a great idea if
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an automatic management system is designed to watch multiple rooms and continuously monitor their requests
until answered.[4]

1.3 Phone over Power Line Management System

Phone services in hospitals and hotels are extended to patients and guests at an extra charge. Wiring of
phone lines in a hotel can be cumbersome. Monitoring of the phone calls and durations need to be done for each
guest (room). It would also be a very good idea if the existing power lines are used to extend the phone service
to every room in a hospital or hotel. In addition it would be very helpful if the automatic system continues to
watch phone call requests and monitor the length of established calls and calculate the total cost of each call for
billing.

1.  SECURITY AND PARKING LOT MANAGEMENT SYTEM

2.1 Security

Due to technological advances in manufacturing, cameras are very affordable, abundant, and being
used nowadays to monitor and record all activities within certain places. For example banks, airports,
government facilities, and even supermarkets are equipped with different cameras that keep recording and
tracking activities inside and outside those facilities. Normally, a camera and a video recording system is
installed at the gate of the building to take photographs or a slow motion video and record them along with a
timing stamp which tells the reviewer of these records the time and date information. Such systems will allow
retrieving the photographs taken within a defined period of time. The cost for such systems is divided into two
parts: the cost of the camera which is usually not very high and the cost of the recording system which
contributes more to the total cost. Also, the recording media might be an analog media such as video tape or a
digital media such as a hard disk or a compact disk.

Generally, the cost of digital media continues to decrease with advances in digital technology. So, it
might be a very cost effective solution to use a personal computer with all of its capabilities to perform the
function of a video or photographs recorder. This is possible because of two specific features in new personal
computers which are used nowadays. The first feature is the large hard disk which can run up to several
hundreds of Gigabytes. This feature makes the computer capable of holding large amounts of digital
information required for the application of digital photographs recording. The second feature is the USB
cameras that can be interfaced to the USB port which is now standard port in all personal computers. [2]

2.2 Alternative Solutions

A draw back is that current security systems employ cameras that keep running and recording
continuously regardless of activity taking place or not. Such practice produces huge amount of recorded data
and requires huge storage capacity especially when high resolution cameras are used. As a result the captured
data quickly fills the storage devices being used. In order to provide a solution for this problem, three things can
be done.

a) Keep increasing storage capacity to provide enough space for the new captured data.

b)  Use lower resolution cameras whose images are smaller, less clear, and thus require less storage
capacity.

c) Recycle data by erasing older data and replacing it with newly captured data.

Although such solutions help tremendously in providing storage space for storing new captured data, they
possess certain disadvantages. First, continuously increasing storage capacity requires continuous purchasing of
new storage media and is cost ineffective. Secondly, using lower resolution cameras require less storage
capacity however such cameras capture images that do not provide clear pictures of persons that might need to
be identified in case of problems. Thirdly, recycling data removes the need for providing new storage media or
the need to use lower resolution cameras but requires erasing older recorded data that might be needed at a
much later time.

I1l.  PARKING LOT MANAGEMENT

Any parking lot has limited capacity. When the number of cars in a parking lot exceeds its designated
capacity, illegal parking starts becoming an issue that causes many further problems. It is very hard for a
parking lot manager to keep track of the number of vehicles that entered the parking lot and the number of cars
that left the parking lot especially in parking lots that operate over extended time periods and cover large areas.
When parking lot supervisors change shifts, the new supervisor has no information to the number of cars in the
parking lot. In addition if the supervisor leaves his desk for prayer for example, he would not be able to know
the number of cars that entered and left the parking lot during that time. This would mean that each incident
such as the one mentioned will cause a problem in counting. [3]
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3.1 Alternative solution

The supervisor can close the parking lot entrance and exist until he is done with prayer. Or the
supervisor can recount the cars in the parking lot. Or two supervisors need to be on duty all the time. All of
those solutions are not practical.

3.2 Proposed Solution

The problem definition suggests designing an automatic counting system that can help tremendously in
managing the parking lot. This allows the supervisor to close the parking lot when the number of cars inside the
parking lot reaches the maximum capacity. Also the system needs to employ a security camera that will take
pictures of cars entering the parking lot or leaving it. The system should be smart on saving storage space. The
Parking Lot Control and Security System is described best by the following list of actions:

[1]  The system will be interfaced to the computer.

[2]  Will monitor vehicle entrance.

[3]  Will monitor vehicle exit.

[4] Keep count of number of empty spaces in the parking lot.

[51 Upon car entry or exit the camera will be turned on to take a picture.
[6]  All pictures will be time stamped for easy filing.

Following is a block diagram that best describes the functionality of the two systems integrated together.
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UsB Program
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System
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and Exit Detection
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Figure 2 1: Computer-Based parking Lot control and security system

IV. SERVICE REQUEST MANAGEMENT AND TRACKING SYSTEM
Service request management systems generally employ manual recording of requests from different
rooms. When handling many rooms and under work stress, service personnel tend to miss some requests
unanswered. An alternative solution to this problem is to employ dedicated supervisors that can be costly.

4.1 Proposed Solution
The proposed solution is to design and build a control and monitoring system that can be used for
hospitals and hotels. The system will be designed to perform the following functions.

[1] This system will be designed to serve a total of 5 rooms simultaneously.

[2] Eachroom isto be equipped with a service request button.

[3] Calls or requests from all rooms are to be monitored simultaneously via a main computer that is located at
the nurse monitoring room or service desk.

[4] Upon receiving a request a visual notification and audio alarm is to be turned on to attract the attention of
the service desk personnel or the nurses.

[5] The monitoring computer will display a message showing the room number that requested the service.

[6] The message window is to provide a button that can be clicked to acknowledge that a nurse or service
team member is going to attend the call.

[7]1 The system will track all events by recording all calls and requests initiation times, the acknowledgment
times, and answer times.

[8] A statusreport is to be available via network at the supervisor computer.

[9] The system will allow the supervisor to monitor the service desk computer via the network.
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Following is a block diagram that best describes the functionality of the service request management system.
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Figure 2 2: Block Diagram of service request management and tracking System

V. TELEPHONE OVER POWER LINE MANAGEMENT SYSTEM

Telephone service need to be extended to guests in hotels and hospitals. Designated (numbers) phone
lines can be extended to every room. However the incurred subscription cost can get outrageously high. In
addition sophisticated monitoring system needs to be employed to keep track of carried out calls for billing
purposes. Cost of such systems is in general very high. Since phone lines in hotel and hospital rooms are not
used a lot, there is no need to subscribe to many services from the phone company. Rather a small number of
lines can be shared and extended for all rooms. The service can be extended to a room only upon request. When
the phone call is done the phone service is free to be extended to other rooms. Selectively extending the phone
service to many rooms in the building can be done in different ways.[5]

5.1 Alternative Solutions

Dedicated lines can be laid from the service desk to every room in the building. This requires extensive
labor and construction work. Wireless connections can also be employed to every room. However the cost can
be very high.

5.2 Proposed Solution

The proposed solution is to utilize the existing power lines that extend to multiple points in every room
to carry the phone service. The control system will connect the phone line signal to the room that requests
external calling via power lines. When the guest at the requesting room starts the phone call the system will
keep track of the time. When the guest hangs up the phone the system will stop the timer and calculate the
appropriate charge.

[1] The system will monitor a request signal from the guest room.

[2] The system will use a transmitter and receiver to carry phone conversation over power lines.
[3] A control circuit will be designed to connect the phone line to the intercom module.

[4] Upon connection of call a timer will be started.

[5] The timer will be stopped automatically when the guest hangs up.

[6] The system will display the total charge and records it in a log file.

[7]1 The system will be built and tested.

Following is a block diagram that best describes the functionality of the telephone over power line management
system.
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Figure 2 3: Block Diagram of the calling system control and charging
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VI. SECURITY AND PARKING LOT MANAGEMENT
The hardware requirement for this paper consists of the following elements:

[1] A parallel port connection that gives access to the different lines of the parallel port. This will allow the
outside circuits to be interfaced to the parallel port.

[2] A USB camera along with its software. The camera will be used to capture the images.

[3] Dual infrared detection circuits that will be used to detect the presence of a car entering the parking lot or
leaving it.

The infrared detection circuit will be discussed in the following section.

6.1 Car Detection Circuit

Each car detection circuit is used in our paper in to detect the event when an object crosses a certain
line. The detection circuit consists of two parts. The first part is an infra red transmitter that continuously
transmits infra red light in the direction of an infra red receiver. The second part is an infra red receiver that is
aligned with the transmitter for best performance. A block diagram of the transmitter and receiver with no
obstruction is shown below in the following figure.

Infra Red
LED

Infra Red
Phntn Minrds

LA A

Transmitter Receiver

Figure 4 2: Block Diagram of the intrusion detection circuit with no obstruction.

When an object crosses the door or line, the infra red light is obstructed from reaching the receiver. A block
diagram of the transmitter and receiver in the presence of an object is shown in the following figure.

Infrafed | = e
e
LED B e 11t ZEa InfraRed Photo
....... il

Transmitter Receiver

Figure 4 3: Block Diagram of the Vehicle detection Circuit with obstruction

6.2 Transmitter

To implement the transmitter we require a light source. The most economical choice of light sources is
a light emitting diode. There are two types of light emitting diodes. They are Infra Red Light Emitting Diodes
IRLED and Visible Light Emitting Diodes VLED. For most through applications the infrared light emitting
diode (IRLED) is the most common choice. Although visible light emitting devices do exist, the infrared parts
are generally chosen for their higher efficiency and more favorable wavelength, especially when used with
silicon photo diode light detectors. Samples of Light emitters are shown in the following figure.
The transmitter in our paper uses an Infra Red LED that is connected through a 100 ohm resistor to VCC (7V).
The circuit diagram is shown in Figure 12. The transmitter is continuously transmitting and is supplied with 7V
through an external power supply. The IR transmitter used in this paper is the LD271.

6.3 Receiver

The receiver that will receive the infra red light is designed using a photo diode that connects when
infra red light falls on it. The IR receiver used is the BPW42 and its wavelength matches the wavelength of the
LD271 transmitter. When no light falls on the photo diode it doesn’t conduct. The red LED is used to indicate
the presence of an object. When no object is present, the IR receiver conducts current and the Red LED turns
on. When an object obstructs the IR source from reaching the IR receiver, the IR diode stops conducting and the
current becomes zero. When the current is zero, the Red LED turns off. The voltage between the resistor and the
IR receiver diode is zero when there is an object obstructing the IR rays and around one volt when there are no
obstacles. The one volt value changes according to the distance between the transmitter and receiver, strength of
the transmitter, and other elements in the circuit. In our case the high voltage at the point is one volt. This
voltage is too low and would be considered zero by the computer port since it is way lower than 5 volts that
defines logic one. Thus an interface circuit is to be designed to perform level shifting from 1 volt to 5 volt.
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6.4 Car entering or Exiting
We need to differentiate between cars entering the parking lot and exiting it. This section demonstrates
the scenarios of each case.

Infra Red Phota
ninde

Figure 4 6: Sequence of car entering the parking lot
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Figure 4 6: Sequence of car exiting the parking lot
6.5 Car detection Circuit
The system requires two car detection circuits placed sequential at the parking lot entrance. The
following circuit diagram shows the design we implemented twice to perform the required fuction.
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Figure 4 7: Car detection circuit with connection to parallel port

The circuit that is shown above performs a level shifting task by utilizing a transistor to amplify the
small signal. The transistor used is an NPN transistor (2N2222). When the voltage at the output of the IR
receiver diode is zero (object present), the voltage at the base of the transistor Q1 is zero. This causes the
transistor to turn off and the voltage at its collector is equal to VCC. Thus the presence of an object is indicated
by a logic one at the input pins of the parallel port of the computer. When no object is present, the voltage at the
output of the IR receiver diode is around 1 volt. This voltage will be present at the base of the transistor causing
it to turn on. When the transistor turns on, the voltage at its collector drops down close to zero. Thus the absence
of an object is indicated by logic zero at the input of the parallel port.

.ijceronline.com ||April||2013]| Page 34




Low Cost And Simple Management And Security System...

IR Detector Output
Car Present High
Car not present Low

VIlI. SERVICE REQUEST MANAGEMENT
The hardware requirement for this system consists of the following elements:
[1] A parallel port connection that gives access to the different lines of the parallel port. This will allow the
outside circuits to be interfaced to the parallel port.
[2]  Sensing circuits that will be placed at different rooms.
[3] Multiplexing circuit.

The total number of input pins available in the parallel port is 5. Since two of those ports need to be used for the
car detection circuits and we need 5 more for this system. It is necessary to increase the capacity of the parallel
port. This is done by multiplexing the signals. This is done using a multiplexer with select line. The multiplexer
to be used is the 74Is157. The 74LS157 is shown in the next figure.
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Figure 4 8: Block diagram of 74LS157

The next figure shows the logic diagram of the used multiplexer with select line (74LS157)
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Figure 4 9: Block diagram of 74LS157
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The operation of the 74L.S157, Quad 2 line to 1 line multiplexer is quite simple. It simply acts as four
switches. When the A/B input is low, the A inputs are selected. E.g. 1A passes through to 1Y, 2A passes
through to 2Y etc. When the A/B is high, the B inputs are selected. The Y outputs are connected up to the
Parallel Port’s status port, in such a manner that it represents the MSnibble of the status register. While this is
not necessary, it makes the software easier.

To use this circuit, first we must initialize the multiplexer to switch either inputs A or B. We will read
the LSnibble first, thus we must place A/B low. The strobe is hardware inverted, thus we must set Bit 0 of the
control port to get a low on Pin 1.

7.1 Service Request Detection Circuit

The system requires five service request detection circuits placed at each room. The system needs to
check all rooms continuously and simultaneously. The following circuit diagram shows the design we
implemented to perform the required function.
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Figure 4 10: Service request monitoring circuit diagram

7.2 Phone over power Line System

It is possible to communicate audio signals from telephone to another using the power lines as the
communication medium or channel. However, since AC voltage is also present on the power lines, some sort of
isolation will be required between the AC voltage and the audio signal. This can be achieved using modulation
and coupling. Since power lines are running everywhere in houses and buildings, it is very convenient to use the
power lines as communication medium. Audio over power lines is used in wireless intercom systems. They are
called wireless because the audio signal does not need special wires to be transmitted on. These intercoms are
not only popular in households, but are also becoming common in the workplace. A wireless intercom allows
people to communicate instantly with each other through the push of a button. Business owners and
homeowners alike are realizing many uses for these intercom systems. Some wireless intercom can be used as
two-way communication.

A wireless intercom system has the advantage of simple installation, while traditional intercom
systems require wires to connect each intercom placed throughout the building or home. The cost of installing
wires to run throughout the walls and ceilings of a building far surpasses the cost of purchasing the intercom
system itself, and a wireless intercom requires no installation. Wireless intercoms need only be plugged into AC
power outlets throughout the home or office. Battery operated wireless intercom systems don't even require this
step, have had much success, and perform just as well as their AC counterparts. The only downside of battery
operated systems is that the batteries must be replaced regularly.
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Once your wireless intercoms are in place, a person in the basement of a house, for example, can speak to
someone on the second floor with just the push of a button. Utilizing an intercom system prevents the need to
shout or run up and down stairs to communicate. Many wireless intercom systems have a range of nearly 1,000
feet (304.8 meters), making them ideal for the home or workplace. But some systems can communicate up to
6,500 feet (2KM) [6]

VIIl. DEVELOPMENT OF SOFTWARE IN MATLAB

8.1 Main Interface Program Logic

The software functionality is outlined in the following list.
[1] Start Main Interface window
[2] Monitor User Selection
[3] If selection is for Parking system, Start Parking program
[4] If selection is for Room service monitoring, start room service program
[5] If selection is for phone over power ling, start phone program

[6]
S

Proffessor: Adnan Affandi
A.F.N.M. TEAM

Parking Security System |

Room Service System |

Phone Calling System |

Figure 5 1. Main Program Interface

8.2 Security and Parking System
The software functionality is outlined in the following list.

[1] Read start time and stop time

[2] Create Parallel Port object

[3] Add hardware lines

[4] Create Video Object

[5] Create Sound Alarm tone

[6] Check Sound System and waves

[7] Initialize all data fields

[8] Read Parallel port values

[9] Determine if car is entering

[10] Increase car count display field

[11] Take picture

[12] Determine time

[13] Generate image name

[14] Save image

[15] Determine if car is exiting

[16] Decrease car count display field

[17] Take picture

[18] Determine time

[19] Generate image name

[20] Save image

[21] Open log file

[22] Update Information and record activity

[23] Close file

[24] Go back to step 8
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é Smtart 5
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Figure 5 2: Security and Parking Interface

8.3 Room Service Request System for Hospitals and Hotels
The software functionality is outlined in the following list.
[1] Read start time and stop time
[2] Create Parallel Port object
[3] Add hardware lines
[4] Create Sound Alarm tone
[5] Check Sound System and waves
[6] Initialize all data fields
[7] Read Parallel port values
[8] Determine if service is being requested
[9] Find the room number requesting service
[10] Display control to answer service and room number requesting service
[11]  If service request is answered close the previous control
[12] Open log file
[13] Update Information and record activity
[14] Close file
[15] Go back to step 7

stop Hour Stop Minutes

- e N\ :
Smarf 5

w fontrol N

Figure 5 3(a): Room service Interface
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Figure 5-3(b): Informations about Room No.1
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8.4 Phone Service System For Hospitals & Hotels

[1]
(2]
[3]
[4]
[]
[6]
[7]
8]
[]
[10]
[11]
[12]
[13]
[14]
[15]
[16]
[17]
[18]

The software functionality is outlined in the following list.
Read start time and stop time
Create Parallel Port object
Add hardware lines
Create Sound Alarm tone
Check Sound System and waves
Initialize all data fields
Read Parallel port values
Determine if service is being requested
Find the room number requesting service
Display control to answer service and room number requesting service
Start timer when call starts
determine if phone call ended
stop timer
calculate total fee
Open log file
Update Information and record activity
Close file
Go back to step 7

By using software, we can get information about rooms in Hospitals and Hotels . In Fig.5-3(a) we can see Room
No.1 has a patient named Abdullah and he is suffering from eye problem. We have all his details about his
problems. Both Patient and Nurse can communicate easily any time.

11:30:03 PM Sunday 5  November 2073

[ NAME | CcASE

irnoomno T e I Band ALARM | caiL | pETAms | conmEct |
[ROOMNOZ aedae I oaes auaRM | cauL | pEraws | comnect |
[ER0Mx0 T ERTT [ oud AuaRM | caiL | pEramws | commEct |
‘ROOMNOA T [ sy AuarM | cau. | peraws | connecr |
‘noonnoﬁ r o [ o ALarm | ca. | perams | commect |
‘ROOMNOAi I A ] aLarM | cawn | perams | commect |
e — Fres [ Zow auaRM | cau | pEraws | | connecr |
[Roommos—T Hiae [F5509 & svarm | cawn | pErams | commEcr |
‘ROOMNOS T TS [0 5 &  avarm | | caw | perams | |

SAVE | MANAGER REPORT | PROGRAMERS|

Figure 5-3(a): Phone Service System for Hospitals

IX. IMPLEMENTATION OF PAPER

9.1 Built Model

The system was built and tested numerous times. The following figures show the different circuits and

model that was built.

Figure 6 1(b): Model Picture
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X. CONCLUSION

With all events taking place around the world, security concerns are continuously on the rise. As a
consequence of wars, conflicts, or social problems, security concerns must be thoroughly evaluated and
necessary measures must be taken in order to reduce risks and improve the safety of people, assets, and
facilities. Many places need to be kept secure from intruders or suspects. Parking Lots are provided for visitors
of all government buildings, hotels, hospitals, and large buildings. They have been a prime security concern, as
many incidents of terrorism were carried out by implanting cars with bombs in parking lots of important
buildings. Management and security of parking lots is a continuous challenge. It would be a great idea if an
automatic management and security system is designed to continuously manage and watch a parking lot.

Modern hospitals and hotels are of great importance for nowadays civilized communities. Hospitals
extend their medical services to all people, adults and children. Hotels extend their services to most travelers
from within the country or from outside the country. Millions of people use the services of hotels and hospitals
throughout the world daily. Modern hospitals and hotels of nowadays have high tech equipments that are used
for many different purposes. These equipments integrate advanced electronics and computer systems to provide
extremely useful tools. Nurses in hospitals continuously watch patients that stay at different rooms. These
patients require some assistance at certain times. The on duty nurse is supposed to answer the requests from
different patients and address their demands or concerns.Similarly in hotels many rooms are occupied by
hundreds of guests daily. These guests have different demands that need to be answered in order to keep the
service quality of the hotel at a higher class. Current service request management systems located at hospitals
produce an audio and a visual alarm at the nurse desk indicating that requests have been issued. The nurse
should keep track manually of the requests. Work stress can cause the nurse to miss some of the requests or
answer some requests before others. Similarly in hotels requests are in general placed by the guests via
telephone. The help desk staff record the requests manually in order to answer them. It would be a great idea if
an automatic management system is designed to watch multiple rooms and continuously monitor their requests
until answered.

Phone services in hospitals and hotels are extended to patients and guests at an extra charge. Wiring of
phone lines in a hotel can be cumbersome. Monitoring of the phone calls and durations need to be done for each
guest (room). It would also be a very good idea if the existing power lines are used to extend the phone service
to every room in a hospital or hotel. In addition it would be very helpful if the automatic system continues to
watch phone call requests and monitor the length of established calls and calculate the total cost of each call for
billing. In this paper we designed and built an automatic parking lot management system that keeps track of
vehicles entering and leaving a parking lot. Another system was designed and built to record (using a camera)
activities of cars entering and leaving the parking lot. Developed programs are simple to use and employ a
visual interface design. Secondly we designed and built an automatic service request management system. This
system keeps track of all requests from different rooms and keeps a record of them. The system was developed
to run using a personal computer. Developed programs are simple to use and employ a visual interface design.
Thirdly we designed and built an automatic phone call management system that utilizes the existing power lines
as the phone call carrier medium. The system is able to detect automatically the phone call request from the
room and indicate this on the computer interface. Upon establishing the phone call, the system keeps track of
the time period of the call and generates and save the total cost of the call. The system automatically detects the
end of conversation. The system was developed to run using a personal computer. Developed programs are
simple to use and employ a visual interface design.
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Abstract:

In olden days the telephone system we have used the Meter Based (MB) System for billing process.
The Meter Based system having the online recording of metered units in which it is having instant
unit conversion according to the charge bands stored in the switch. The meter system is based on
the manual process and it is not having the decentralized database. So, it is making that Inflexible
billing system and Insufficient call details. So, here there is a new system in proposal that is CDR
system (Call Detail Record System) for billing purpose. There is a centralized database for having
centralized customer services. The CDR system is having 4-Data Centers all over India. The 4-
Data Centers are connected to each other, Exchange Routers, and their respective Backbone
Routers. The CDR system consisting of the application software’s like Customer Relationship
Management, Customer Care & Convergent Billing, Clarity Check, Payment Management System,
Enterprise Reports, Integrated Voice Recognition System, Web self-care, Oracle DBMS.The CDR
based Billing system in mainly proposed for online services, online query and prompt customer
response. It supports for different tariffs, different billing cycles and different discounting schemes
for different category of subscribers. It also helps for Accurate and timely invoicing of call details
to generate error free bills. It is useful for Pre-paid and Post Paid system integration.

Keywords: Meter Based system, Customer Relationship Management, Convergent Billing,
Enterprise Reports, Integrated Voice Recognition System, and CDR based Billing system.

l. INTRODUCTION
1.1. DATA CENTER:

The Data Center plays a very important role in the telecom systems. The Data Center has the centralized
system by connecting varieties of systems. A single effortless integrated standard operation system will support
all the operational activities providing the associated advantages. The overall quality of billing and payment
accrual systems should improve. The unspoiled integration of system will make possible single point high
quality customer care.

The Billing was the last function in Telecom operations coming after Commercial System, Fault
tracking and management system and Directory Enquiry system. New connections along with Shift and other
such functions were dealt in Commercial system. This system maintained a database of existing customers for
dealing with Shift, Transfer, Safe custody and other such requests from existing customers. The Fault tracking
and management system specifically catered to the management of line faults and while doing so had to
maintain another database on existing customers. The third system of Directory Enquiry was an important
system for informing the customers about the name and address for a telephone in a fast changing landline
environment. That was the period when landline network grew and was reshaped at an excited speed. The
Directory Enquiry system also needed to have its own structured database.

The four core Telecom operation systems separately maintained four different databases. A single
event like a request for a new connection needed four update transactions at different times for updating the four
systems. The usual error content in transactions and asynchronous updates resulted finally in accumulated
mismatch of the four databases. Apart from the mismatch, as the operation systems were not interlinked with
each other, changing any procedure was manageable needing changes to be made separately in all the four
systems.
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1.2. METER BASED SYSTEM:

Online Recording of metered units with instant unit conversion according to the charge bands, stored in
the switch. Limited number of charge bands. Credit limit threshold setting possible for certain percentage of
subs. Fault Repair System (FRS) implemented at exchange level without any interface with billing or
commercial systems. SSA wise DQ and exchange wise Interactive Voice Response Systems. No single data
model for Billing, Commercial, Directory enquiry & Fault Repair System.

1.3. CDR BASED BILLING SYSTEM:

The CDR based system is mainly used for landline operations and it consists mainly of the subsystem
like Directory enquiry, mediation and billing. Online mediation of CDRs eliminates the need of bill data
transportation, eliminating fraud on this account. Proper accounting of payments & receivables for better
financial management. Standard and ad-hoc reporting on all aspects of the business. Facilitate market studies
and analyses for forming optimal sales strategies and assess business performance of self and partners and
prevention. Minimization of internal and external frauds. System consolidation resulting in reduction of O&M
cost.

Apart from integration, a very important aspect of these systems was the basis of Billing. In these new
systems, billing was based on Call Detail Records (CDRs) for a customer accumulated over a period instead of
call meters. A CDR contained details such as calling number, called humber, time of call, duration of call etc.
It didn’t contain the call charge. This made possible the flexible rating or charging a CDR according to where
the call was made, when the call was made and by whom the call was made. Time dependent, destination
dependent, plan dependent flexible charging became possible. In competitive telecom business arena this
flexibility of charging gained crucial importance and all operators without exception, according to their
capability adopted this new concept.

The incumbent operators were in the field of landline operations where growth slowed down all over
the world and mobile market exploded. The mobile systems invariably brought in these new CDR based billing
systems. The quality and maturity of these billing systems in many cases determined the success of a mobile
operator. Some operators needed to change their ineffective CDR based billing system for a better system
within only a few years. The CDR based Billing and Customer Care systems gained a central importance in
mobile operations because of their capability to support flexible and quick introduction of new customer
schemes and plans, quickly activate or deactivate a connection while updating all the relevant information of a
customer and finally providing high quality Customer Care.

1.4. LINUX BASH SHELL SCRIPTING:

BASH (Bourne Again Shell) is a scripting language as well as the default command interpreter in most
Linux distributions, including Red Hat Linux. The ability to create quality scripts is arguably the most time and
error saving aspect of Linux Systems Administration. The fact that the default shell or user environment in
Linux is BASH makes learning to create scripts both very valuable as well as simple. Shell scripts can be very
simple or extremely complex involving dozens of support files, but regardless of the complexity, they should be
created in a consistent, self-explanatory and easy to read format. These scripts are used for making work easy in
the corporate life. These Scripting and automation are the keys to consistency and reliability. By using these
scripts we make scheduling processes. Scripts are mainly for having the log files, system performance, and port
status.

1. EXISTING SYSTEM

0SS and BSS modules implemented in decentralized manner .No system to consolidate meter readings
at one place .Billing process depends upon collection and transfer of subscriber wise exchange meter reading
(OMR and CMR).Deployment of various Integrated packages. Fault Repair System (FRS) implemented at
exchange level without any interface with billing or commercial systems. SSA wise DQ and exchange wise
Interactive Voice Response Systems No single data model for Billing, Commercial, Directory enquiry & Fault
Repair System.

2.1. FEATURES OF METER BASED SYSTEM:

*  Online Recording of metered units with instant unit conversion according to the charge bands, stored in the
switch.

»  Limited number of charge bands.

»  Credit limit threshold setting possible for certain percentage of subs.
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2.2. DRAWBACKS OF METER BASED SYSTEM:

. Inflexible billing system. Insufficient call details which cannot be used for future processing and analysis.
. Tariff change involves huge effort

. Corporate level data consolidation not possible due to distributed databases.

. Subscription level fraud — Not possible to rate or impose credit limits against individual subscribers

. No standard system for payment and Receivables management.

. Decentralized database — Cannot provide Nationwide customer services over telephone or web like:

- bill inquiry

—  directory inquiry

—  Connection status, Complaint Handling information about new/special services etc.

1. PROPOSED SYSTEM
It is about Standardization of the Systems and Processes over all the south BSNL Exchanges at the
single Data center. It is mainly used for Call Detail Record system in the server tapes. It is also having tariff
based Billing System and providing efficient customer care service.

In this system we are having different applications for different purposes. Some of those are VRS,
Mediation, Billing, Accounting, and Security. These applications are to be maintained under the servers. So,
those servers are to be maintained and managed by having backups, error logs etc...

3.1. BENEFITS OF PROPOSED SYSTEM:
. Move from telephone based system to Customer based system
. Accurate and timely invoicing of call details to generate error free bills.

. Supports different tariffs, different Billing cycles, and different discounting schemes for different category
of subscribers.

. Pre-paid and Post Paid integration possible
. Easy implementation of change in business policies and rules.
. Host of online services, online query and prompt customer response

IV. DESIGIN OF CDR SYSTEM
4.1. DATA FLOW FROM LOCAL EXCHANGE TO DATA CENTER
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Fig: 1 Data Flow from Local Exchange to Data Center

V. METHODOLOGY
The varieties of systems in all over BSNL exchanges are integrated to a single standard operation
system at Data Center. By having the secure routing of network using IPSec, Network based IDS and SACS.
The overall quality of billing and payment management systems are improved by IVRS and managed at
Database servers. By the integration systems the total Call Record system and the Customer Detail record
system is centralized and should be maintained at the server tapes. It is used to make different bill rating for
different tariffs, different Billing cycles and different discounting schemes for different category of subscribers
through their Databases. These are to be given secure by taking backup.
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VI. CONCLUSION
The CDR system is mainly used as up-gradation of the Meter Based Billing System. The CDR System
used to support for bill rating purpose of different tariffs. It helps for Accurate and timely invoicing of call
details to generate error free bills. Having backups for the purpose of the disaster recovery.
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Abstract:
We obtain infinitely many non-zero integer triples (X, Y, z) satisfying the ternary quintic

equation ax’ —by? =(a—b)z°,a,b >0 .Various interesting relations between the solutions and

special numbers, namely, polygonal numbers, Pyramidal numbers, Star numbers, Stella Octangular
numbers, Pronic numbers, Octahedral numbers, Four Dimensional Figurative numbers and Five
Dimensional Figurative numbers are exhibited.

Keywords: Ternary quintic equation, integral solutions, 2-dimentional, 3-dimentional, 4- dimensional
and 5- dimensional figurative numbers.

MSC 2000 Mathematics subject classification: 11D41.

NOTATIONS:
(n-1)(m- 2))
2

Tm,n = n(1+ -Polygonal number of rank N with size M

1
P = 5 n(n+21)((m—2)n+5—m) - Pyramidal number of rank N with size M

SO, = n(2n2 —1) -Stella octangular number ofrank N
S, = 6n(n—1) +1-Star number of rank N
PR, =n(n+1) -Pronic number of rank n

OH, :%(H(an +l)) - Octahedral number of rank N

_n(n+1)(n+2)(n+3)(n+4)

Fos= 5) = Five Dimensional Figurative number of rank N
whose generating polygon is a triangle.

n(n+1)(n+2)(n+3) . . o
Fins = = Four Dimensional Figurative number of rank n

41
whose generating polygon is a triangle

1. INTRODUCTION
The theory of diophantine equations offers a rich variety of fascinating problems. In particular,quintic
equations, homogeneous and non-homogeneous have aroused the interest of numerous mathematicians since
antiquity[1-3]. For illustration, one may refer [4-10] for homogeneous and non-homogeneous quintic equations
with three, four and five unknowns. This paper concerns with the problem of determining non-trivial integral

solution of the  non- homogeneous ternary quintic equation given by ax* —by® = (a—b)z°,a,b>0 . A few
relations between the solutions and the special numbers are presented.
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Il. METHOD OF ANALYSIS
The Diophantine equation representing the quintic equation with three unknowns under consideration

is ax’ —by’* =(a—b)z°,a,b>0 1)
Introduction of the transformations

X=X +bT,y=X+aT 2
in (1) leads to

X?—abT?=7" ©)

The above equation (3) is solved through different approaches and thus, one obtains
distinct sets of solutions to (1)

2.1. Casel:

Choose a and b such that ab is not a perfect square.
2 2

Assume Z = p° —abq (4)
Substituting (4) in (3) and using the method of factorisation, define
(X +/abT) = (p++/abq)® (5)
Equating real and imaginary parts in (5) we get,
X = p5 +10abp3q2 + 5(ab)2 pq4
4 2.3 2.5 ©)
T =5qgp™ +10abp“qg” + (ab)“q
In view of (2) and (4), the corresponding values of X,y are represented by
x = p° +10abp’q® +5(ab)’® pq* +b(5qp”* +10abp*q* + (ab)*q°) @
y = p° +10abp’®q® +5(ab)® pq* + a(5qp* +10abp?q® + (ab)*q°) ®)

Thus (7) and (4) represent the non-zero distinct integral solutions to (1)
A few interesting relations between the solutions of (1) are exhibited below:

L [2 a(x(p’i) ‘é’y(p'l)}—mgl 5_1xPS - (1+10ab)SO, = p(mod10)

2. The following are nasty numbers;

(i) 60 p{Z ax(pH-by(p.D) _gr, 51 xPS —(1+10ab)SO, + (9+10ab) p}

a-b
. ax(p,1)—by(p,1 3
(||)30p[ (p.1) by(p ) _120F; , 5 +240F, , 3~ (2ab+5)30PS +15PR, +12T, , —8T5 , +60abTy p

3. 2ab {5(T4, pt ab)2 —[X( p’lk))_ Z( b.3) }} is a cubical integer.

4.ax(p,1) ~by(p,2) +(a—b){3840F, , 3 ~1920F , 3 ~1200P) —720T3 , — 48T, , +32T5 p}=0(mod5)

a-b
6. Sp —6z(p,1)+18(CH IO)—680ID —12T3 0 +6Ty, 0 —6ab=1

5. [2 a(x(p.1)—by( p’l)} ~8T3, p1 X Pp —~3(1+10ab)OH , +11(2T | ~ T, p) = 0(mod10)

Now, rewrite (3) as,
X?—abT? =1x7° 9)
Also 1 can be written as
_ (a+b+2yab)(a+b—2:/ab)
(a—b)*
Substituting (4) and (10) in (9) and using the method of factorisation, define,

1

(10)

|
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(- JabT) = @R 2ED) (| an

Equating real and imaginary parts in (11) we obtain,

X = ib[(a+ b)( p5 +10abp3q2 + 5(ab)2 pq4) + 2ab(5qp4 +10abq3 p2 + (ab)zqs)}
a_

T= ﬁ[(a + b)(5qp4 +1Oabq3 p2 + (ab)2q5) +2( p5 +1Oabp3q2 + S(ab)2 pq4)J

In view of (2) and (4), the corresponding values of X, Y and Z are obtained as,

x = (a—b)*[(a+3b)(p° +10abp’y® +5(ab)® pq*) +
b(3a+b)(5qp* +10abp?q® +(ab)*q®)]

y = (a—b)*[(3a +Db)(p° +10abp’qg® +5(ab)? pg*) + (12)
a(a+3b)(5qp* +10abp?q® + (ab)*q?)]

z=(a-b)*(p*-abg*)

Further 1 can also be taken as

_ (ab+a? +2a+/ab)(ab+a? — 2a+/ab)

(ab—a?)?
For this choice, after performing some algebra the value of X,y and Z are given by

x = (ab—a*)'[(ab + a® — 2ab)(p® —10abp®q® + 5(ab)® pq*) +
(2aab—b(ab +?))(5qp* —10abp?q® + (ab)®q®)]
y = (ab—a?)*[(ab + a® — 2aa)(p°® —10abp3qg® + 5(ab)? pg*) + (14)
(2aab —a(ab + a?))(5qp* —10abp®g® + (ab)*q°)]
z=(ab-a®)*(p® —abg?)

Remarkl:

1

(13)

Instead of (2), the introduction of the transformations, X = X —bT,y = X —aT in (1) leads to (3).By a
similar procedure we obtain different integral solutions to (1).

2.2. Case2:

Choose a and b such that ab is a perfect square,say, d 2 .

o (3) iswrittenas X* —(dT)*=2° (15)

To solve (15), we write it as a system of double equations which are solved in integers for

X, T and inview of (2), the corresponding integral values of X, Y are obtained. The above
process is illustrated in the following table:

System of Integral values Integral values of X, Y
double of z
equations

4.3
st | 2= 20k x =8k*d3(d +b) +k(d ~b)
X —dT =2 y=8k*d3(d +a) +k(d —a)
X+dT=z | 7220k x =8k*d3(d —b)+k(d +b)
X —dT =24 y =8k*d3(d —a) +k(d +a)
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= 7= 2dk x = 4k3d2(d +b) + 2dk2(d —b)
X —dT =22 y =4k3d?(d +a) + 2dk?(d — a)
xrar- | 2=20K x=4k%d?(d ~b) + 20k*(d +b)
X —dT =23 y = 4k3d?(d —a) +2dk?(d +a)
X+dT=z | Z2=2dk+1 x = (16k2d* + 40k *d 3 + 40k3d 2 + 20k 2d +5k)(d +b) +1
X ~dT =1 y = (16k°d* + 40k *d3 + 40k3d 2 + 20k 2d +5k)(d +a) +1
x+dT=2° | z=20k+1 x = (16k>d* + 40k *d® + 40k3d ? + 20k %d +5k)(d —b) +1
X —dT =1 _ 5.4 4.3 342 2

y = (16k3d* + 40k*d + 40k3d ? + 20k?d +5k)(d —a) +1

2.3. Case3:

Take z=a’ (16)
Substituting (16) in (15) we get,

X2 =(dT)* +(a)? 17)
which is in the form of Pythagorean equation and is satisfied by

o’ =2rs,dT =r?—s*>, X =r?+s%,r>s>0 (18)
Choose r and s such that s =16d°k® (19)

and thus o = 2dK .
Knowing the values of I, S and using (18) and (2), the corresponding solutions of (1) are obtained. For

illustration, take
r=2d"k* s=2dk,r>s>0
The corresponding solutions are given by
x = 64d "'k®(d +b) + 4dk?(d —b)
y =64d 'k8(d +a) +4dk?(d —a) (20)
z = 4d%k?
Taking the values of I, S differently such that IS =16d°k>, we get different solution patterns.
It is to be noted that, the solutions of (17) may also be written as
X =r+s>,dT =2rs,&° =r>-s*,r>s>0 (1)
a’ +a? a’ —a?
!S =
2
Substituting the values of I', S in (21) and performing some algebra using (2) we get the corresponding
solutions as
x =32d°k®(d +b) +8d3k*(d —b)
y =32d°k®(d +a) +8d3k*(d —a)
z = 4d%k?

Choose r =

(22)

Taking the values of I, S differently such that a® =r?—s* we get different solution patterns.

2.4. Case4:

Also,introducing the linear transformations
X =2dk +u,dT =2dk —u
in (15) and performing a few algebra, we have
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X =4k4d% + 2dk, T =2k —4k*d® (23)
In view of (2) and (23) the corresponding integral solutions of (1) are obtained as

x = 4k?*d3(d —b) + 2k (d +b) (24)
y = 4k%d3(d —a) + 2k(d + a)

z = 2dk

It is to be noted that, in addition to the above choices for X and dT , we have other choices, which are
illustrated below:

Illustrationl:

The assumption X =zX,dT =zdT (25)
in (15) yields

X =md*(m*—n®), T =nd*(m* —n?),z=d*(m*—n?) (26)

From (25), (26) and (2), the corresponding integral solutions of (1) are

x =d*(m? —n?*)*(md + nb)

y =d*(m? —n?)?(md + na) (26)
z=d*(m*—n?)

llustration2:

The assumption X = z2X,dT = z°dT 27)
in (15) yields to X —(dT)* =z (28)
Taking z = 4m?n°d? (29)

and performing some algebra, we get
X = 16m4n4d10(m2 + nz),T = 16m4n4d9(n2 — m2) (30)
From (29), (30) and (2), the corresponding integral solutions of (1) are

x =16m*n%d°[d (m? + n?) + b(n? — m?)]

y =16m*n%d®[d(m? + n?) + a(n? —m?)] (31)
z =4m?n?d?
Illustration3:
Instead of (29), taking z = 2dk +1 (32)
in (28) we get
X = (2dk +1)%(dk +1), T = —k(2k +1)2 33)
From (30), (31) and (2), the corresponding integral solutions of (1) are
x = (2dk +1)? (dk — bk +1)
y = (2dk +1)2(dk —ak +1) (34)
z=2dk +1
Illustration4:
In (28), taking Z = —t2 and arranging we get (35)
X2 +t% = (dT)? (36)
which is in the form of Pythagorean equation and is satisfied by
X =2pq,dT = p*+0°,t=p°-q°,r>s>0 (37)
From (35), (37) and (2) we get the corresponding solutions as
x =(p? —a*)*d®°[2pad +b(p? +q?)] (38)

y =(p? —g*)*d®°[2pad +a(p? +q?)]
z——(p2—-g?)2d4
It is to be noted that, the solutions of (36) may also be written as
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X =p*-g*,t=2pq,dT =p°+9°,p>q>0 (39)
From (33),(37) and (2) we get the corresponding solutions as

x =16 p?q*d®[d(p? —a®) +b(p? +a?)] (40)
y =16p*q*d®°[d(p? —g®) +a(p® +qg?)]

7z — —4p2qg3d?

I11. Remarkable observations:
I:If (XO, Yo ZO) be any given integral solution of (1), then the general solution pattern is presented in the
matrix form as follows:
Odd ordered solutions:
_(a+bya—b)°"*  +2a(a—b)°M* 0

Xom-1 Xo
Yam-1 |=@=b)*"2| —2a@-b)°""* ()0’ ? 0| Yo
22m,1 0 0 1 Z0

Even ordered solutions:
_(a+bya—by’™  +2b(a—b)°™

X2m o
Yom |=(@-D)*"| —2a@-0)°"  (a,my@0)®" O || vo
- 0 o 1|\Zo

I1: The integral solutions of (1) can also be represented as,
x = (m+bN)z?
y=(m+aN)Z 2
z=m?+abN?,a,b>0
IV. CONCLUSION

In conclusion, one may search for different patterns of solutions to (1) and their corresponding
properties.
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Abstract
The non-homogeneous biquadratic equation with four unknowns represented by the
diophantine equation
x3+y3 = (k% +3)" 23w
is analyzed for its patterns of non-zero distinct integral solutions and three different methods of
integral solutions are illustrated. Various interesting relations between the solutions and special
numbers, namely, polygonal numbers, pyramidal numbers, Jacobsthal numbers, Jacobsthal-Lucas

number,Pronic numbers, Stella octangular numbers, Octahedral numbers, Gnomonic numbers,
Centered traingular numbers,Generalized Fibonacci and Lucas sequences are exhibited.

Keywords: Integral solutions, Generalized Fibonacci and Lucas sequences, biquadratic non-
homogeneous equation with four unknowns

M.Sc 2000 mathematics subject classification: 11D25

NOTATIONS
th.n . Polygonal number of rank n with size m
an . Pyramidal number of rank n with size m
Sp . Star number of rank n
Pr, . Pronic number of rank n
Sop, . Stella octangular number of rank n
In . Jacobsthal lucas number of rank n
N . Jacobsthal number of rank n
OH, : Octahedral number of rank n

Gnomic,, :  Gnomonic number of rank n

GF, . Generalized Fibonacci sequence number of rank n

GL, : Generalized Lucas sequence number of rank n

Ctm,n . Centered Polygonal number of rank n with size m

l. INTRODUCTION
The biquadratic diophantine (homogeneous or non-homogeneous) equations offer an unlimited field for
research due to their variety Dickson. L. E. [1],Mordell.L.J. [2],Carmichael R.D[3]. In particular, one may refer
Gopalan.M.A et.al [4-13] for ternary non-homogeneous biquadratic equations. This communication concerns
with an interesting non-homogeneous biquadratic equation with four unknowns represented by
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x3+y3 = (k2 +3)" 23w

for determining its infinitely many non-zero integral points. Three different methods are illustrated. In method
1, the solutions are obtained through the method of factorization. In method 2, the binomial expansion is
introduced to obtain the integral solutions. In method 3, the integral solutions are expressed in terms of
Generalized Fibonacci and  Lucas sequences along with a few properties in terms of the above integer
sequences Also, a few interesting relations among the solutions are presented.

1. METHOD OF ANALYSIS
The Diophantine equation representing a non-homogeneous biquadratic equation with four
unknowns is

x3+y3 =2 +3)" 23w @)
Introducing the linear transformations

X=Uu+V,y=u-v,w=2u ®)
in (1), it leads to

u? +3v? = (k2 +3"z3 ®)

The above equation (3) is solved through three different methods and thus, one
obtains three distinct sets of solutions to (1).

2.1. Method:1
Let 7 =a® +3p? (4)

Substituting (4) in (3) and using the method of factorization,define
(U +i/3v) = (k +i+/3)" (a +i+/30)3 ©)
=r" exp(in)(a + i+/30)°

where r=4k 2 3, 0= tan_lg (6)

Equating real and imaginary parts in (5) we get
n

u=(k?+3)2 {cos nd(a® —9ab?) —+/3sinO(3a’b —3b3)}
1

NE]

Substituting the values of U and V in (2), the corresponding values of X, Y,Z and W are represented by

v =(k? +3)2{cos n&(3a’b —3b®) + —sino(a° —9ab2)}

x(a,b, k) = (k> +3)2{cos né(a® —9ab? +3a’b—3b°%) +%(a3 —9ab? —9a2b+9b3)}
y(a,b,k) = (k? +3)2{cos né(a® —9ab* —3a’b +3b*) —%(%zb —-9b*+a’ —9ab2)}

z(a,b) =a® +3b®

w(a,b,k) = 2(k? +3)2 {cosno(a® —9ab?) — /3(3a%b — 3b%)}
Properties:
n

1. x(a,b,k) — y(a,b,k) = (k2 +3)2

{cos NO(Cly o 5 + Sy +2Gnomicy —4Pry—2t, 3) +%(Soa —t1.a +t38’a)}
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n
2. x(b,b,K) + y(b,b,K) + (k2 +3) ° (cos ne(32P> —16t,p) =0
4.Each of the following is a nasty number

32(k? +3)2 P’ cosné + x(b,b,k) + y(b,b, k)}

(@) gcosne -
(k* +3)?

(b) 6cos(4ab)[32(k? +3)>* RS cos(4ad) + x(b,b, k) + y(b,b,k)]
3. 4[z(a2 : az)] is a biquadratic integer.

n
aw(al k) =2(k? +3)2 [cos NO(2P; —9Pry+8ty ,) —/3sin O(tg 5 + Gnomic, — 2Ctg , + 6t 4

5.x(a,a,k) = W(a’za, K) {1+ tan 0}

V3
2.2. Method 2:
Using the binomial expansion of (K + i\/§)n in (5) and equating real and imaginary parts, we have
u=f(a)@®-9ab*)-3g(x)(3a*h—3b%)
v= f(x)Ba’h-3b%) +g(a)(a® —9ab?)
Where

n

2
f(a)=> (-D)"nc, k"2 (3)"
r=0

]
2
g(a) = Z (_1)r—1nczr_1kn—2r+1(3)r—1

r=1
In view of (2) and (7) the corresponding integer solution to (1) is obtained as

x = (f(a) + g(a) )@ —9ab?) +(f (&) - 3g(a))3a’b —3b>)
y = (f (@) - g(@))a® —9ab®) - (f () +3g(e) (32" - 30°)
z=a’+3p?

w=2f ()@ —9ab?) —6g(a)(3a’h —3b>)

2.3. Method 3:

Taking N =0 in (3), we have,

u?+3v2 =73 (8)
Substituting (4) in (8), we get

u? +3v? = (a® +3b?)°> ©

whose solution is given by
ug = (a% —9ab?)
Vo = (3a%b—30%)
Again taking N =1 in (3), we have
u? +3v? = (k2 +3)@% +3?)% o
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whose solution is represented by

u; =kug —3vg
V1 =Up + kVo
The general form of integral solutions to (1) is given by
A /3B
u 5 - ; u
s|o| 2 2i 170152123,
Vs Bs As (Vo
2iv3 2

Where A = (k +i+/3)° + (k —i+/3)®

B = (k +i/3)% — (k —i/3)°

Thus, in view of (2), the following triples of integers Xg, Yg,Wg interms of Generalized Lucas and

fiboanacci sequence satisfy (1) are as follows:
Triples:

Xg = %GLn (2k,—k2 —3)(a® —9ab? +3a%b —3b3) + GF, (2k,—k 2 —3)(a® - 9ab? —9a’h + 9b>)

Vs :%GLn (2k,—k? —3)(a® —9ab? —3a%b + 3b%) - GF, (2k,—k? — 3)(a® - 9ab? + 9a%b — 9b?)

wg = GL, (2k,—k? —3)(a® - 9ab?) — 6GF,, (2k,—k 2 —3)(3a’b — 3b°)

The above values of Xg, Yg,Ws satisfy the following recurrence relations respectively
Xg19 — 2KXs 41 + (k% +3)Xg =0

Ys+2 —2KYs i1 + (k2 +3)ys =0

W, o — 2kWg g + (k2 +3)wg =0
Properties
1.Xs(a,a,k) +ys(a,a,k) +16Ast3 5 =8Asty 5

2. Xg(a,a+1,k)— AS(GPS OP> | +18ty 5,1 —3Ctg 5 — 24P3 +4t4a)
Bs

2|\/§

L W3(xs(a,a k) - ys(aak)
. 5

(6Ct6 a —18P2 +42P3 —14Pry - Tt, a)

is a biquadratic integer.

4. Xg(a,a,k)—ys(a,a,k)+ Bs (24(OHa)+t20,a—9t4’a)=O

2i\/§
2P -t +

I\/_( a 4,a)

AS(18(OHa)+S —Ct4a+2CT6 6t4a) 0

(LOPS +5ty 5) = 5A (ta,a — S0 — Pry)

5. Xs(a,a,k) +wg(a,a,k)+

6. Xs(2a,a,k) + ys(2a,a,k) + —=

2|\/_
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7. Xs (L k) + ys (@l k) + Bs

2i/3

- %(4P§t4,a —Gnomic, —Cty 5 +4t3 )

(4P7 — 2Ctgg 5 + 36ty 5)

8, if aisodd
-8 ,if aiseven
8, if aisodd
-8 ,if aiseven

8.Ws (22,22 K) +24Ag )3, = {

9. X5 (22,22 k) + vy (22,22 k) +8A j3u = {
10. X5 (a,b, k) + ys(a,b,k) = wg (a,b, k)
11. X2 (a,b,K) + ys>(a,b, k) + 3xs (a,b,K) ys (2, b, K)wg (a,b, k) = we(a, b, k)

12. (9A;) (Xs (a,2a,k) —ys(a,a,k)+ If)/_(ZP5 ty, a)J is a cubic integer
2i

13.Each of the following is a nasty number

(a) 3As(xs (a,a,k) + Vs (a,a,k) +16Asts 4 )
(b) 6(z(a,a))

(©) 4A, {x(a,a,K) +Wq (a, 2, k)+ S (2P, —tg )+

[

As(18(OHy) +S, —3Cty 4 +2Ctg 2) |
(d) 6[(xs(a,a,k) + ys (a,a,k) Xws (a,a,k)]

B
30A.{x:(a,a,k) +we(a,a,k) +—
(e) As{ s( ) s( ) 243

14. Xs(a,b,k) + y5 (a,b, k) = GL,, (2k,—k? —3)ug — 6GF, (2k,—k ® — 3)vq

15.X¢41(a,b, k) + yg,1(a,b, k) = [2|<(GLn (2k,—k? —3))— (k? —3)(GLn_1(2k,—k2 —3)) 0—
[(12|<)GFn (2k,~k? —3) —6(k? +3)GF,_; (2k,~k? —3) }/O

16.X5, 2 (a,b,k) + Y5, 2(a,b, k) = [(3k‘2 —1)(c3|_n (2k,~k? —3))— (2k3 + 6k)(GLn_l(2k,—k2 —3)) 0—
[(18k2 —1)GF, (2k,—k? —3) — (12k® + 36k)GF,,_1 (2k,—k? —3)}/0

(10P; +5t4 5) +5As (S04 + Pra)}

I1l.  CONCLUSION:
To conclude, one may search for other pattern of solutions and their corresponding properties.
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Abstract:

Advance knowledge of which files in the next release of a large software system are
most likely to contain the largest numbers of faults can be a very valuable asset. To
accomplish this, a negative binomial regression model has been developed and used to predict
the expected number of faults in each file of the next release of a system. The predictions are
based on the code of the file in the current release, and fault and modification history of the
file from previous releases. The model has been applied two large industrial systems, one with
a history of 17 consecutive quarterly releases over 4 years, and the other with nine releases
over 2 years. The predictions were quite accurate: for each release of the two systems, the 20
percent of the files with the highest predicted number of faults contained between 71 percent
and 92 percent of the faults that were actually detected, with the overall average being 83
percent. The same model was also used to predict which files of the first system were likely to
have the highest fault densities (faults per KLOC). In this case, the 20 percent of the files with
the highest predicted fault densities contained an average of 62 percent of the system's
detected faults. However, the identified files contained a much smaller percentage of the code
mass than the files selected to maximize the numbers of faults. The model was also used to
make predictions from a much smaller input set that only contained fault data from
integration testing and later. The prediction was again very accurate, identifying files that
contained from 71 percent to 93 percent of the faults, with the average being 84 percent.
Finally, a highly simplified version of the predictor selected files containing, on average, 73
percent and 74 percent of the faults for the two systems. Defect tracking using computational
intelligence methods is used to predict software readiness in this study. By comparing
predicted number of faults and number of faults discovered in testing, software managers can
decide whether the software are ready to be released or not. In this paper the predictive
models can predict: (i) the total number of faults (defects), (ii) the number of code lines
changes required to correct a fault and (iii) the amount of time calculated (in minutes) to
make the changes in respective object classes using software metrics as independent
variables. The use of neural network model with a genetic training strategy is introduced to
improve prediction results for estimating software readiness in this study. Our prediction
model is divided into three parts: (1) prediction model for Presentation Logic Tier software
components (2) prediction model for Business Tier software components and (3) prediction
model for Data Access Tier software components. Existing object-oriented metrics and
complexity software metrics are used in the Business Tier neural network based prediction
model. New sets of metrics have been defined for the Presentation Logic Tier and Data Access
Logic Tier. These metrics are validated using two sets of real world application data, one set
was collected from a warehouse management system and another set was collected from a
corporate information system.

Keywords :Software Readiness, Predictive model, Defect Tracking, N-tier Application, Prediction of
number of faults, software fault analysis and data accumulation.

l. INTRODUCTION:
Reliability is a significant factor in quantitatively characterizing quality and determining when to stop
testing and release software on the basis of predetermined reliability objectives. Our works belong to a class of
software reliability models that estimate software readiness through gauging on the amount of unresolved
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residual defects. In highly competitive commercial software market, software companies feel compelled to
release the completely ready software. Their task is treacherous, treading the line between releasing poor quality
software early and high quality software late [26]. If software is released too early, then customers will be sent
poor quality code; if it takes too long before releasing software, it can avoid the problems of low quality, but run
the risk of exceeding deadlines and being penalized for the late delivery. Therefore, the ability to predict
software readiness is essential to any software for optimizing development resources usage and project planning.
A variety of traditional statistical techniques are used in software reliability modeling. Models are often based
on statistical relationships between measures of quality and measures of software metrics. However,
relationships between static software metrics and quality factors are often complex and nonlinear, limiting the
accuracy of conventional approaches [31]. Artificial neural networks and genetic training strategy are adept at
modeling nonlinear functional relationships that are difficult to model with other techniques, and thus are
attractive for software quality modeling. The use of neural network model with a genetic training strategy is
introduced to improve prediction results for estimating software readiness in this study. With many variables, it
is quite difficult to find the exact combination of contributions of each of the variables that creates the best
predictions [23]. Genetic algorithm provides the solution to overcome this difficulty [4]. It finds the best set of
importance of input values on an arbitrary scale of 0 to 1. The importance of input values are a relative measure
of how significant each of the inputs is in the predictive model. We can then decide to remove the variables with
the lowest Relative importance of inputs values. Most software today is developed so as to be integrated into
existing systems. New software components are replaced or added into existing system. They use N-tier
application architecture which produces flexible and reusable application for distribution to any number of client
interfaces. Since all tiers have clear separation, this allows the developers to plug each layer in and out without
too much hassles and without limiting the technology used at each tier [24]. For example, re-definition of the
storage strategy or changing of DBMS middleware will not cause disruption to the other tiers. Our predictive
model is targeting at software that is designed and written using this type of architecture. Our research team has
analyzed the fault reports of a Warehouse Application System (WAS) and an Information Management System
(IMS) and classified the faults. These software fault reports are recorded by CAIB GmbH, Murrhardt Company
and Hwafuh, Myanmar software development team respectively during system test and maintenance stages in
recent years for the Warehouse Application System and the Hwafuh Information System. The classification
scheme was based on the nature of these faults and their relevance to the application architecture. For example,
the faults coming from the Business Tier are strongly related to object oriented features and are introduced by
features such as inheritance and polymorphism. In the Data Access Tier, the faults are strongly related to the
code are used to interface with the database. Therefore, our prediction model is divided into three parts: (1)
prediction model for Presentation Logic Tier (2) prediction model for Business Tier and (3) prediction model for
Data Access Tier. Although N-tire application architectures are widely used, currently none of the existing
research studies on the prediction of number of software development faults is based on architecture layers. Our
model was built on an application tier basis using neural network model with a genetic training strategy and the
trained system is used to predict the number of software development faults to help the software managers in
deciding whether their software is ready to be released or not.

1. RELATED WORKS:

One of the methods to predict software readiness is defect tracking. McConnell describe four methods
in [26]. Residual defects are one of the most important factors that allow one to decide if a piece of software is
ready to be released. In theory, one can find all the defects and count them; however it is impossible to find all
the defects within a reasonably short amount of time. One possible technique that a software manager can use is
to apply the software reliability models and thus estimate the total number of defects present at the beginning of
testing [35]. According to [1], there are essentially two types of software reliability models: those attempts to
predict: (i) from design parameters and (ii) from test data. Both types of models aim to predict residual errors of
software under development. The first type of models are usually called “defect density” models and use code
characteristics in traditional software codes such as lines of code, nesting of loops, external references,
input/outputs, cyclomatic complexity and so forth to estimate the number of defects in the software. Our model
belongs to this category. However, instead of using conventional software parameters, our model focuses on
objected-oriented code characteristics and N-tier application architecture. Nowadays, software houses widely
adopted N-tier architecture approach in software development and have successfully implemented software
systems using current technologies such as .NET and J2EE [24]. The second type of models is usually called
software reliability growth models. These models attempt to statistically correlate defect detection data with
known functions (such as an exponential function) using parametric methods. If the correlation is good, the
known function can be used to predict future behavior. Both reliability models are used to estimate software
readiness by gauging on the residual defects. Software development faults are predicted using various types of
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software metrics in various studies [8, 11, 13, 17 and 21]. In our earlier studies, software development faults
were predicted using Object-Oriented Design Metrics and SQL Metrics [32, 33]. The results from these studies
showed that neural network models had better prediction accuracy than regression models. Our research set out
to answer three questions: (i) how many faults are remaining in the programs, (ii) how many lines are required
to be changed in order to correct these errors and (iii) how much time is required for the above activities. By
comparing predicted number of faults and number of faults discovered in testing, software managers can decide
whether the software are ready to be released or not. Most of the software quality models such as [18, 29, 6, 23
and 19] for object-oriented systems predict whether a software module contain faults by using traditional
statistical models. However, only identifying faulty modules is not enough to estimate the software readiness.

Il.  SOFTWARE FAULT ANALYSIS:

Previous work in software fault modeling can be classified into prediction of number of faults
remaining in the system and accounting for the number of faults found in the system. Most of the work on
prediction is done in connection with software reliability studies in which one first estimates the number of
remaining faults in a software system, then uses this estimate as a predictor of the number of faults in some
given time interval. (See Musa, et al. [27] for an introduction to software reliability.) Classic models of software
faults [29, 31] are discussed in a survey of the early work on measuring software quality by Mohanty [26] which
has a section on estimation of fault content. There are also many recently proposed models [30, 32]. These
models estimate the number of faults that are already in the software. Our work differs from these studies in that
we assume new faults are continuously being added to the system as changes are made. Our research is similar
to previous empirical studies of software faults, e.g. [12, 17, 30, 34], where the aim is to understand the nature
and causes of faults. In these studies, explanatory variables are identified in order to account for the number of
faults found. Our work extends this by attempting to understand how the process of software evolution could
have an effect on the number of faults found over time. In several of the cited studies, no actual model is
articulated. Our goal is to build fault models based on these explanatory variables that are reasonably accurate
and interpretable. Below we list some of the factors, cited in previous work, which were thought to be predictors
of number of faults. These factors can be classified into two groups: product related and process-related
measures. Within each group, we will list the measurements in that group that we used to try to predict fault
potential, and describe how successful these measurements were.

IV. SOFTWARE METRICS:
In this paper prediction model is divided into three parts, therefore software metrics are defined for
different three levels as:

4.1 DATA ACCESS TIER:

We have analyzed the Data Access Tier source code of N-tier applications. SQL commands are mainly
composed in the Data Access Tier classes to perform these database operations. It allows the creation of a set of
useful and specific routines to be able to perform insert, select, delete and update actions on database tables. It
does not usually contain business logic or presentation items. Therefore, the metrics for the Data Access Tier are
different from other tiers. For source code of this tier, the number of database operations statements which are
invoked from Data Access Tier classes and the error corresponding with these operations are more involved
than other operations. For example, retrieving wrong database records, insertion fail error, cannot update error
etc. In such cases developers need to check and modify the corresponding SQL statements to correct the error.
To measure the size of Data Access Tier source code, we should measure the number of database operations
statements instead of other LOC metrics for the Data Access Tier. The following Data Access Tier metrics are
proposed and used in this study. Metrics having weak relationship with fault occurrence, such as the number of
Data Definition Language (DDL) commands and Data Control Language (DCL) commands, are omitted in this
study. Therefore we have measured three types of database operations, the statements given as (Table-1):

[1]  The number of delete operations (TNDO) for deleting database records.
[2]  The number of Select statements (TNSC) for data retrieval.
[3] The number of Insert/Update operations (TNIUQ) for updating database records.

We have measured the complexity of SQL statements instead of other complexity metrics such as cyclomatic
complexity because the Data Access Tier does not control the logic and flow of the application. These are
controlled in Business Tier. The Data Access Tier codes only contain the specific routines to perform database
operations. We have measured the complexity of SQL commands by using following construct that contain in
SQL statements:

.ijceronline.com ||April||2013] | Page 59




Prediction Of Number Of Faults...

[1]  The number of sub queries.
[2]  The number of search condition criteria.
[3] The number of group by clauses.

Complexity of SQL statement is likely to increase following the increase in the number of these constructs
because the latter can specify rows of data from a table or group of tables by joining such tables. As such, these
are important in measuring the complexity of SQL statements as (Table-1).

Metrics | Description

TNDO | Total number of delete operations

TNSQ | Total number of sub-queries in data retrieval
statements

TNIUO | Total number of insert/update operations

TNGB | Total number of group-by-clause in data
retrieval statements

TNSC | Total number of select-SQL commands

ANSC | Average number of search condition criteria
of where-clause in data manipulation
statements

Table-1. List of Data Access Tier metrics

4.2 BUSINESS TIER:

It controls the logic and flow of the application. This layer does not have codes to access the database
or codes for the user interface. Business Tier is the brain of applications since it basically contains elements such
as business rules, data manipulation, etc. As this layer mainly contains object-oriented codes, object-oriented
metrics are used for this tier. There is great interest in the use of the object-oriented approach to software
engineering these days. Many measures have been proposed and evaluated in the literature to capture the
structural quality of object-oriented code and design [6, 18, 19, 23, and 29]. The following existing traditional
complexity metrics and object-oriented metrics are used in the prediction model for the Business Tier as (Table-

2).

Metrics Description

CBO Coupling between objects
NOP Number of parents

NA Number of Attributes

AMC Average Method Complexity
NOC Number of Children

RFC Response for a class

WMC Weighted Methods per Class
LCOM Lack of cohesion in methods
NMA Number of methods added
DIT Depth of inheritance tree

Table-2. List of metrics for the Business Tier

4.3 PRESENTATION LOGIC TIER:

Presentation logic tier works with the results/output of the Business Tier and handle the transformation
into something usable and readable by the end user. It consists of windows forms, dialogs and ASP documents
etc. We have found that some errors in this tier are strongly related to the interface objects. For example,
improper display of edit box value, showing some buttons which should be hidden until some specific events
have occurred, wrong adjustment of width of objects for some output values etc. In such cases developers need
to check and modify the corresponding controls of these interface objects to correct the error. Therefore the
number of user interface objects (NUIO) should be measured for predicting these kinds of errors instead of
using other metrics such as LOC. Another metrics that has used in this tier is the total number of messages
(TNM). This metric measures the total number of interface objects’ messages of presentation layer classes. For
example, BN_CLICKED message, LBN_DBCLICKED message of C list Box and C Button interface objects.
When the user clicks a button, BN_CLICKED method is invoked. If an error occurred, the developers need to
check the corresponding method to correct the error. A larger number of these methods are likely to correlate to
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a higher number of fault occurrences. We use the following metrics for this tier of object-oriented applications
instead of using metrics such as count of bytes, lines, language keywords, comment bytes, semicolons, block
length, and nesting depth etc. (Halstead’s metrics) — which are designed mainly for conventional applications
with procedural flows.

4.4 Number of user interface objects (NUIO):

The NUIO is the measure of user interface objects or controls which handle input operations from user
and output operation to users. For example, text box objects, button objects and label objects etc. The NUIO is
defined as:

NUIO (c) = | Interface Objects (c) |

Where Interface Objects (c) is the set of interface objects which are declared in the Presentation Logic Tier class
C.

4.5 Total Number of Messages (TNM):
This metric measures the total number of interface objects’ messages of presentation layer classes. The
TNM is defined as:

TNM (c) = | Messages (c) |

Where Message (c) is the set of messages which are handled by interface objects of the Presentation Logic Tier
class c.

V. DEXTEROUS STUDY:

The genetic training strategy of Neuro Shell Predictor is used in this study. The genetic net combines a
genetic algorithm with a statistical estimator to produce a model which also shows the usefulness of inputs. The
genetic algorithm tests many weighting schemes until it finds the one that gives the best predictions for the
training data. The genetic method produces a set of relative importance factors that is more reliable than those
produces by the neural method. Genetic algorithms (GAs) seek to solve optimization problems using the
methods of evolution, specifically survival of the fittest. The functioning of the genetic estimator is built upon
the General Regression Neural Net (GRNN) [5]. Genetic learning stores every set of inputs and related output in
the training data. When predicting an output (e.g. defects) of particular input pattern, it is compared to every
other pattern. Depending upon how close the match is, the output for each training row is weighted. Closer
matches receive higher weights, and inputs that are farther away from the training inputs receive lower weights.
The predicted output for the particular set of inputs is a “weighted” average of all of the other outputs (e.g.
defects) with which the network was trained. As the genetic method uses a "one hold out" strategy during both
training using current data set and afterwards when evaluating new data set, all available data sets can be used
[25]. As such, out of sample evaluation set is not necessary when using genetic method. If the method is called
upon to produce an output from a particular pattern of inputs T, then it never looks at T if T is in the training set,
as long as “enhanced generalization” feature is turned on. This is true at all times during training. The genetic
method is much like a "nearest neighbor" predictor or classifier. Its output is a kind of weighted average of the
closest neighbors' outputs in the training set. In other words, if evaluating T, T is never considered to be in the
neighborhood. Most other neural networks do not work this way. They look at the entire training set when being
trained for each data set in the training set. Therefore, they are essentially looking at the entire training set when
being applied to new data set later [23, 25].

5.1 Data Collection:

The experiment data is collected from two application systems. The first application is the warehouse
management applications (WMA\) that is developed using C, JAM (JYACC Application Manager) and PL/SQL
languages. This set of applications has more than a thousand source files of C, JAM (JYACC Application
Manager) and PL/SQL codes and uses the Oracle database. The warehouse system has been customized and
used by many companies. Data Access Tier faults were collected from the journal files that contain the
documentation of all changes in source files such as status of module, start date, end date, developer, nature of
changes, etc. Data on software metrics were extracted from 102 PL/SQL files of the warehouse application. The
second application used in this prediction is subsystems of an application system which is used in the Hwafuh
(Myanmar) company, which is a fully networked information system. The Hwafuh Information System (HIS)
contains more than 300 classes and approximately 1,000,000 lines of codes. The experiment data was collected
from the payroll subsystem, time record subsystem, human resource function subsystem and piece calculation
subsystems.
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5.2 Experiments for the Data Access Tier:
Experiment Analysis 1:

The warehouse application system data was used for the experiment on prediction of data access faults
of Data Access Tier. Six software metrics were extracted from 103 PL/SQL files. It contains TNSQ, TNSC,
TNDO, ANSC, TNGB, and TNIUO metrics. The dependent variable was the number of Data Access Tier faults
and the independent variables were the six software metrics identified above. First, each data pattern was
examined for erroneous entries, outliers, blank entries and redundancy. A threshold value was set at 1000 for
maximum number of generations without improvement. After 1621 generations, the optimized coefficient of
multiple determination (R-square) value 0.737046 was arrived at. Therefore, about 74% of the variation in the
number of faults can be accounted by the six predictors. To measure the goodness of fit of the model, coefficient
of multiple determination (R-square), coefficients of correlation(r), mean square error (MSE) and root mean
square error (RMSE) were used. The correlation of the predicted variable and the observed variable is
represented by the coefficient of correlation (r). An r value of 0.861246 represents high correlations for cross-
validation. The number of observations is 104. The significance level of a cross-validation is indicated by the p
value. A commonly accepted p value is 0.06. In our experiment, a two tailed probability p value is less than
0.0001. This shows a high degree of confidence for the successful validations. The results clearly indicate a
close relationship between Data Access Tier metrics (independent variables) and the number of Data Access
Tier faults (dependent variable).

r (correlation coefficient) 0.860796
MSE 0.191002
t values 16.95783
R-square 0.768120
RMSE 0.4297

Avg error 0.267628
p values < 0.0001

Table-3 Experimental result for the WMA system

5.3 Experiment Analysis 2:

The Hwafuh Information System (HIS) was used for prediction of data access faults, the number of line
changed per class and required time (in minutes) to correct these data access tier faults. Six software metrics
were extracted from 36 Data Access Tier classes.

5.4 Selection of Metrics for Data Access Tier:

Four Data Access Tier metrics (TNIUO, TNSC, ANSC and TNDO) from proposed six Data Access
Tier metrics are selected in this experiment. TNGB and TNSQ metrics could not be collected because
corresponding SQL constructs are seldom used in the HIS system.

5.5 Prediction of number of faults:

Average number of search condition criteria of where-clause (ANSC) and Number of insert /update operations
(TNIUQ) are found to be more important for number of faults prediction for the Data Access Tier. That shows
the complexity of search condition criteria is highly related to occurrence of faults in this Tier.

5.6 Prediction of number of lines changed per class:

In this prediction, the TNSC metric is the most important inputs in this model. The amount of Select
operation containing in Data Access Tier class is highly related to number of lines changes in that class. The
ANSC and the TNIUO metrics are also important for prediction of number of lines changed.

5.7 Prediction of required time (in minutes) to change:

The TNIUO and the ANSC metrics are also most important for prediction of required time (in minutes)
to change. Although only 36 rows of data have been tested in Experiment 2 the two-tailed P values are less than
0.0001. By conventional criteria, these p values are considered to be statistically significant. Experiment results
show that r values are 0.788908 for prediction of the number of faults, 0.793297 for prediction of the number of
lines changed per class and 0.818494 for prediction of required time (in minutes) to change. These results show
a close relationship between Data Access Tier metrics (independent variables) and dependent variables (the
number of faults per class and the maintenance cost). The values of squared multiple correlation are 0.732894
for prediction of the number of faults, 0.623987 for the prediction of the number of lines changed per class and
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0.663987 for prediction required time (in minutes) to change. Therefore, about 72%, 63% and 67% of the
variance, respectively, in the number of faults and the maintenance cost can be accounted for by these
predictors.

5.8 Experiment for Business Tier:

The Hwafuh Information System (HIS) was used for prediction of data access faults, the number of line
changed per class and required time (in minutes) to correct these Business Tier faults. Software metrics were
extracted from 178 Business Tier classes.

5.9 Selection of Metrics:

As discussed in Section IV, we have selected the Chidamber and Kemerer object oriented metrics [29]
and complexity metrics. After testing several combinations of models using Business Tier software metrics
using subsystems of the Hwafuh Information system data, the following models achieved the best prediction for
number of faults, number of line changes and required time (in minutes) respectively.

5.10 Prediction of number of faults:

The model used in this experiment contains NOP, RFC, DIT, LCOM, NMA, NOC, NA and CBO
metrics. From Business Tier metrics, inheritance metrics (NOP, DIT), Response for a class (RFC) and cohesion
metrics (LCOM) are the important ones for number of faults prediction in this tier.

5.11 Prediction of number of lines changed per class:

The model used in this experiment contains LCOM, DIT, NMA, RFC, NOC, WMC, CBO, NA, and
NOP metrics. The cohesion metric (LCOM) is most important metric and other metrics is about equal
importance.

5.12 Prediction model for required time (in minutes):

This model contains LCOM, DIT, NMA, RFC, NOC, WMC, CBO, NA, and NOP metrics. As in fault
prediction experiment, LCOM, NOP, RFC and DIT are the most important. For 178 observations, the two-
tailed p values are less than 0.0001. By conventional criteria, these p values are considered to be statistically
significant. Experiment results show that r values are 0.838913 for prediction of the number of faults, 0.867894
for prediction of the number of lines changed per class and 0.748748 for prediction of required time (in minutes)
to change the code. These results show a close relationship between Business Tier metrics (independent
variables) and dependent variables (the number of faults per class and the maintenance cost / effort). The values
of squared multiple correlation are 0.701936for prediction of the number of faults, 0.747582 for the prediction
of the number of lines changed per class and 0.548946 for prediction of required time (in minutes) to change the
erroneous code. Therefore about 70 %, 74% and 55% of the variance, respectively, in the number of faults and
the maintenance cost can be accounted for by these predictors.

5.13Experiments for Presentation Logic Tier:
Presentation tier classes (58 classes) were collected from the Hwafuh Information System.

5.14 Selection of Metrics:

As they mainly include dialog classes, form classes and view classes etc, the number of user interface
objects (NUIO) metrics and the total number of messages (TNM) metrics were proposed and used in this study.
Their relative importance is roughly equal for experiments of Presentation Logic Tier.

5.15 Prediction of number of faults:

After performing 380 generations, an R square value of 0.67399 was received using the genetic
learning strategy of Neuro Shell predictor. Therefore about 67% in the number of faults can be explained by the
two selected predictors. An r value of 0.828206 represents high correlations for cross-validation for 58
observations.

5.16 PREDICTION OF NUMBER OF LINES CHANGED PER CLASS:

After performing 156 generations, an R square value of 0.53185 was received. Therefore about 52% in
the number of lines changed per class can be explained by the two selected predictors. An r value of 0.740297
represents high correlations for cross-validation for 58 observations.
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5.17 Prediction model for required time (in minutes):

After performing 116 generations, an R square value of 0.589987 was received. Therefore about 61%
in required time (in minutes) to change per class can be explained by the two selected predictors. An r value of
0.800102 represents high correlations for cross-validation for 58 observations. From the experiment results, the
Presentation Logic Tier metrics in this study appear to be useful in predicting software readiness. About 68%,
52% and 61% of the variance, respectively, in the number of faults and the maintenance cost can be accounted
for by these predictors. The relative importance both Presentation Logic Tier metrics are about the same. Equal
care should be taken when designing interface objects and messages of Presentation Logic Tier classes.

VI. CONCLUSION FOR COMPARATIVE STUDY USING REGRESSION MODEL.:
We run the whole set of experiment using a regression model once again after execution. The
superiority of the neural network model with genetic training algorithm in predicting software readiness using
metrics is undisputable as it consistently performed the regression model.

VII. RESULTS:

In this section we present various models of modules' fault potential. First we discuss the stable model,
which predicts numbers of future faults using numbers of past faults. Next we list out most successful
generalized linear models, which construct predictors in terms of variables measuring the static properties of the
code or comprising simple summaries of the change history using different models as: stable model and
weighted time damped model etc.

VIIl. CONCLUSION:

Our research extended currently software quality prediction models by including structural/architecture
considerations into software quality metrics. The genetic training strategy of Neuro Shell Predictor is used in our
study. The Genetic Training Strategy uses a “genetic algorithm” or survival of the fittest technique to determine
a weighting scheme for the inputs. The genetic algorithm tests many weighting schemes until it finds the one
that gives the best predictions for the training data. Data patterns from WMS (103 patterns) were used for the
prediction of the number of faults in the Data Access Tier prediction model. This study used 36 Data Access
Tier classes, 178 Business Tier classes and 58 for Presentation Logic Tier classes from HIS to predict the
number of faults, the number of lines changed and time required (in minutes). For these numbers of patterns, the
genetic training method is much better because the evaluation set is not necessary in the genetic training
method. We have compared this approach to a multiple regression analysis approach. The comparative
performance data for the models are define by comparing empirical results including R2 and RMSE, Genetic
Nets give better prediction results than Regression analysis. Regression analysis was done by using SPSS
software. We intend to extend this investigation to a wide range of applications and also to propose a new set of
Presentation Logic Tier metrics related to various types of user interface objects. For example, by separating
pure display interface objects from interface objects that are able to perform both input/output functions. Also, it
may be useful to separate control interface objects from interface objects which can be control objects as well as
holding values.
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Abstract
In this paper, The Orthogonal Codes has been developed and realized by means of Field
Programmable Gate Array (FPGA). The proposed techniques map a k-bit data block into an n-bit
Orthogonal code block (n>k) and transmit the coded block across the channel. Construction of
orthogonal coded modulation schemes are realised by means of FPGA. The result shows that the
proposed technique enhances both error detection and correction capabilities of Orthogonal Codes
Convolution with a detection rate of 99.99%.

Index Terms - Error detection and correction, FPGA, Orthogonal Code Antipodal Code.

l. INTRODUCTION

When data is stored, compressed, or communicated through a media such as cable or air, sources of
noise and other parameters such as EMI, crosstalk, and distance can considerably affect the reliability of these
data. Error detection and correction techniques are therefore required. Some of those techniques can only
detect errors, such as the Cyclic Redundancy Check; (CRC) [1-3]; others are designed to detect as well as
correct errors, such as Solomon Codes [4,5], Hamming Codes [6], and Orthogonal Codes Convolution (OCC)
[7.8].

However, the existing techniques are not able to achieve high efficiency and to meet bandwidth
requirements especially with the increase in the quantity of data transmitted. Orthogonal Code is one of the
codes that can detect errors and correct corrupted data. The objective of this paper is to enhance the error control
capability of orthogonal code by means of Field Programmable Gate Array (FPGA) implementation.

1.  ORTOGONAL CODES

Orthogonal codes are binary valued, and they have equal number of 1’s and n/2 0’s; i.e., there are n/2
positions where 1’s and 0’s differ [7,8]. Therefore, all orthogonal codes will generate zero parity bits. The
concept is illustrated by 16-bit orthogonal codes as shown in Fig. 1. It has 16- orthogonal codes and 16-
antipodal codes for a total of 32-bi-orthogonal codes. Antipodal codes are just the inverse of orthogonal codes;
they have the same properties. A notable distinction in this method is that the transmitter does not have to send
the parity bit for the code, since it is known to be always zero [8,9]. Therefore, if there is a transmission error,
the receiver may be able to detect it by generating a parity bit at the receiving end.Before transmission, a k-bit
data set is mapped into a unique n-bit orthogonal code. For example, a 5-bit data set is represented by a unique
16-bit orthogonal code, which is transmitted without the parity bit.When received, the data are decoded based on
code correlation. It can be done by setting a threshold between two orthogonal codes. This is set by the
following equation

n
d, = — 1
w7y @

Where n is the code length and dy, is the threshold, which is midway between two orthogonal codes. Therefore,
for thel6- bit orthogonal code (Fig. 2), we have dy, = 16/4=4
This mechanism offers a decision process in error correction, where the incoming impaired orthogonal code is
examined for correlation with the codes stored in a look-up table, for a possible match. The acceptance criterion
for a valid code is that an n-bit comparison must yield a good cross correlation value; otherwise, a false
detection will occur. This is government by the following correlation process, where a pair of n-bit codes
X1X2...Xn and y1¥»...y, is compared to yield,

.ijceronline.com ||April||2013]| Page 66




Enhancement Of Error Detection And Correction...

16 BIT ORTHOGONAL CODE 16 BIT ANTIPODAL CODE
Oolo|lOo|lO|J]O|J]O|J]O|J]O]J]O|J]O|J]O]J]O]J]O]J]O]O]O | O] b O e O O O O e O e O e e = B | O
o[a]of1lolaJo[alolalol1]olalo]1 | o] 1lofla]of1flolaJof[1]lolalol1]lola]o o]
o| o 1 i1lo0|jOof1|1]J]O0|J]O]| 1 1]0]|]0O0]| 1 1 i 1 1l]0|jOoj1|1|JO0|JO]| 1 1]0|]0]| 1 1]0|] O i
ol 1 1|l0|lOojf1|1]J]O0|O]| 1 1]0|]O0]| 1 1| O i i1/|0|l|0|f1|1|J]0|JO|l1]1]0]|]O| 1 1]0]|]0O0]| 1 i
0O|l|O|]O| O i1|l1|1f1/fO0jlO]JO]JO]| 1 1 1 1 i 1 1 1 1|l]0/0|lO]JO]| 1 1 1 1]0|]0]|]O|O i
Ool1/l0|l1|]1]J]0|J1]J]0O0]J]O]J]1]O0]1]1]J]O0]1]0O | O] 1/]0/1J]0|l]0|J]1|J]0O0|J1]1|J]0O0|J1]J]O]J]O]1]|]O]1 | O|
olo|l1|l1]1|]1|J]0]J]O]J]O]JO|l1]1]1]1]O0]O | O] 1/1/0|l]0|l]0|JO|1|]1]1]J]1]J]O0]J]O]J]O]J]O]|1]1 | O
o] 1 1|0 1l]0/lO0Of1]0]| 1 1]0]1]J]0]J]O| 1 | O | 1]1]0]| 0O 1|]0|1 1]0|l1|J]0|J]Oof1|lO| 1 1] 0 | O |
OojlOojJ]OojJ]OojOojJO|JO]JO]| 1 1 1 1 1 1 1 1 i 1 1 i|/|1(1f{1f1|j1]J]O0]J]O]J]OjJOjJOJO|JO|O i
o|1]|0 i1/0/1f0fl1]J]1]J]0O0|l]1]J]OjJ1]jJ]O|1|O i 1|0 i1/0/l1l0|l1]J]0|l]O|J]1]|]OjJ1|lO|1|O| 1 i
o| o 1 1|lojlOof1]|1]1 1]0|]O0]| 1 1]|]0]| O i 1 1]|10| O 1|l1/lo0flO0jJO]JO| 1 1]0]|]O]| 1 1 i
Ool1|l1|l]0|l0O0|1|l]1]J]0O0|l1]J]O0|JO]1]1]O0]O] 1 | O] 1/]0/0|l1|]1]J]0|JO0|J1]J]O0]J]1]1]J]O0]J]O]1]1]O0 | O|
oloJoJofafalalalafalala]lolo|o]o o] 1{1fa]alololo]ofolololoflala]al1a o]
o|l1]|]0 1 i1l0o0|l1fOof1|JO0|J1]O|J]O]|J]1]J]O| 1 | O | 1|0 1J]o0jOof1|l0O0|J1]J]0O0|]1]|]0O0| 1 1]0]|]1]0 | O |
o| o i1|l1|/1(1J]0O0]JO]| 1 1]0|]0]J]O|JO| 1 1 i 1 1/J]0|/|O0OjO|jO|J1]1]0]|]0O0] 1 1 1 1]|]0|] O i
o] 1 i1lJ]o|l1fo0ojOo|J1]l]1]0O0|J]O]J]1]O| 1 1] 0 i 1]1]0]| O 1|lo|l1|1]J]0O0]J]O| 1 1]l]0|]1]J]0|]0O| 1 i
[oToJoJoJoJoJoJoJoJoJoJoJoJoJoJo] P [oToJoJoJoJoJoJoJoJoJoJoJoJo]oJo] P

Fig.1. lllustrations of16-bit orthogonal codes.

Fig.2. lllustration of OCC Enconding and Decoding

n

R(x,y) = Z X; ¥, < dy @)

i=1

Where R(X, y) is the cross correlation function, dy, is the threshold defined in (1). Since the threshold
(di) is between two valid codes, an additional 1-bit offset is added to (2) for reliable detection. The number of
errors that can be corrected by means of this process can be estimated by combining (1) and (2), yielding.

ne=R(XY) - 1s% 1 @)

In this equation, n. is the number of error that can be corrected by means of an n-bit orthogonal code.
For example, a single error in 8-bit orthogonal code can be corrected. Similarly, 3-bit errors in 16-bit orthogonal
code can be corrected, and so on Table 1 give the error correction capabilities and the detection rates,
respectively, for four lengths of orthogonal codes.

In a previous work, these detection rates were improved. This method performs XOR operation
between the received code and each code in the look-up table that contains all the codes.

TABLE I

Orthogonal Codes and the Corresponding Error Correction Capabilities.

Code(lne)ngth Correction Capability (n)
3 1
16 3
32 I
64 15
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A counter is used to count the number of 1’s in the resulting signal. For example, for 16-bit orthogonal
code, the operation will lead to thirty-two counter results. If one of the results in zero, it means there is no error.
Otherwise, the code is corrupted. The corrected code is associated with minimum count. If the minimum count
is associated with one combination, the received and corrected code will be this combination. However, if the
minimum count is associated with more than one combination of the orthogonal codes, it is not possible to
correct the corrupted code.

1. METHODOLOGY

An orthogonal code is having equal number of 1°s and 0’s so it will generate zero parity all time except
that code received is erroneous. We need not to send any extra parity bit while transmitting data. In case if,
after the transmission the data received is erroneous then it will generate parity error. In this process of
detecting and correcting the errors code received is split into two equal parts. Each part will be checked for
parity bit, if generated parity is zero then code is error free and if one then the received code is considered to be
the erroneous. By orthogonal code method we can detect the part of the incoming or received data that is
containing the errors and along with the correction of code we can also improve trans-reception system by using
effective means to reduce the error in that particular area and over all reception system will become more
effective.

TABLE Il
Orthogonal Codes and the Corresponding Detection rate.

Code length | Detection Rate
(n) (%)
8 93.57
16 99.95
32 99.99
64 100.00
p:hit orthogonal Code
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Fig.4. Block Diagram of Receiver
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3.1 Transmitter
The Transmitter consists of two blocks (a) encoder (b) shift register
(@)  The encoder encodes a k-bit data set to n=2"" bits of the orthogonal code.
(b)  The Shift Register transforms this code to a serial data in order to be transmitted as shown in Fig.3.

For example, 5-bit data is encoded to 16-bit (2%) orthogonal code according to the lookup table shown in Fig.2.
The generated orthogonal code is then transmitted serially using a shift register with the rising edge of the clock.

3.2 Receiver

The received code is processed through the sequential steps, as shown in Fig.4. The incoming serial
bits are converted into n-bit parallel codes. The received code is compared with all the codes in the lookup table
for error detection. This is done by counting the number of ones in the signal resulting from ‘XOR’ operation
between the received code and each combination of the orthogonal codes in the lookup table. A bit signal and
also searches for the minimum count. However a value rather than zero shows an error in the received code.
The orthogonal code in the lookup table which is associated with the minimum count is the closest match for the
corrupted received code. The matched orthogonal code in the lookup table is the corrected code, which is then
decoded to k-bit data. The receiver is able to correct up to (n/4-1) bits in the received impaired code. However,
if the minimum count is associated with more than one combination of orthogonal code then a signal, REQ,
goes high

V. IMPLEMENTATION AND RESULTS
A Spartan-3 hardware board and ISE. Xillinx software has been used for code testing. The simulation
has been performed using modelSim XE software. The Simulation Result were verified for most of the
combination 16-bit Orthogonal Code, ISE Xillinx Software have use for synthetics.
The detection rate for k block of n-bit code is

(2" - 24/2"%

This gives for 8-bit detection

8 _n4 _
2 82 x 100 128-8 x 100 =93.75
2 128
This gives for 16-bit detection
2% - 2° 655536 - 32
— X 100 ———  x 100 =99.95
2 65536
This gives for 32-bit detection
32 _nb -
% % 100 4294967296 — 64 % 100 = 99.99
2 4294967296

This gives for 64-bit detection

o84 _ 7 1.84 x 10" — 128

X 100 1.84 x 10%
=1x100=100

x 100

4.1 Transmitter

Fig. 5 shows an example of the results of the transmitter simulation corresponding to the input data
value 00010 labelled as ‘data’. This data has been encoded to the associated orthogonal code
“0110011001100110” labelled ‘ortho’. The signal ‘EN’ is used to enable the transmission of the serial bits
txcode’ of the orthogonal code with every rising edge of the clock.
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4.2 Receiver

Upon reception, the incoming serial data is converted into 16-bit parallel code ‘rxcode’. Counter is
used to count the number of 1% after XOR operation between the received code and all combinations of
orthogonal code in the lookup table. Fig.6, the received code is rxcode=“0110011001100110”, count="0" and
hence the received code is not corrupted. The code is then decoded to the corresponding final data 00010.
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The results of the simulation show that for a k-bit data, the corresponding n-bit orthogonal code is able to detect
any faulty combination other than the combinations of orthogonal code in the lookup table.

TABLE 111

Correction Capabilities Between
Orthogonal Codes Convolution

Codes length Techniques
(Bit) OCC
8 1
16 3
32 7
64 15
N (n/4-1)
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V. CONCLUSION

FPGA implementation of orthogonal code convolution is presented to ensure the efficient digital
communication. This work involved the implementation of the transmitter and receiver using VHDL to detect
and correct the errors. A fully synthesizable HDL code was written to ensure that the design was feasible. This
orthogonal code implementation has improved the error detection up to 99.9% for 16-bit coding. It is noted that
with this method, the transmitter does not have to send the parity bit since the parity bit is known to be always
zero. Therefore, if there is a transmission error, the receiver will be able to detect it by generating a parity bit at
the receiving end. Finally, this work has the future scope of further improvement in orthogonal coding for large
digital data processing.
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Abstract

Media Player Are One Of The Most Used And Important Software Application In Today’s
World. Maximum Computer Users Switch On To The Media Player As Soon As They Start The
Computers And Then Move To Their Respective Woks. Today’s Era Is To Do Work With High
Efficiency But At The Same Time It Should Consume Very Less Time. And Thus Answer To The
Problems Arising In The Use Of Traditional Media Players And The Lack Of Features In Proposed
Media Players Is “Versatile Media Player ” Versatile Media Player Is A Unique Player Developed To
Fulfill Maximum Requirements Of User Regarding Audio And Video Songs. This Player Gives
Numerous Facilities Which Differentiate It From The Conventional Media Players. The Various
Features Included In The Versatile Media Player Are Shut-Down Facility, Alarm Facility, Lyrics
Display, Splitting Windows, Access To More Than One Media File Simultaneously

l. INTRODUCTION

Media player have grabbed huge attention over a past decade and attracted majority of computer users
thus making the users addicted to videos and music. Over the last decade, human computer interaction has
become an active research area, which releases people from inactive, inflexible communication with machine
[1]. Maximum computer users switch on to the media player as soon as they start the computers and then move
to their respective woks. Also, many have a habit of dragging the songs into the list pane of media player, tune
into music and then work. So we know how much are the media player used and required . Interacting with
computers intelligently makes a significant contribution to the future application of human computer interaction
[1]. Today’s era is to do work with high efficiency but at the same time it should consume very less time. And
thus answer to the problems arising in the use of traditional media players and the lack of features in available
media players is the designing and development of the Versatile Media Player. In this paper we aim to develop a
Versatile Media Player which will fulfill maximum requirements of user regarding audio and videos. This
player gives numerous facilities which differentiate it from the conventional media players. The various features
included in the Versatile Media Player are Shut-down facility, Alarm facility, Lyrics display, Splitting windows,
Access to more than one media file simultaneously. Thus we can say Versatile Media Player is a fully loaded
media player and a better option over the traditional media players. Versatile Media Player is a good and
dynamic option for music lovers, computer users and all those people who are dynamic and love changes.

1. LITERATURE REVIEW AND RELATED WORK
There are various media player available in this world developed and manufactured by various other
companies. The variety of players provide user with the plenty of features and characteristics. As it goes the
saying that you cannot have happiness without sorrows, applies here. Every player has a drawback which pulls it
back from the race. The pros and cons of the various media players are given in details here. And to overcome
these problems we are devising the versatile media player.

A. Windows Media Player

Windows Media Player (abbreviated WMP)[10] is a media player and media library application
developed by Microsoft that is used for playing audio, video and viewing images on personal computers running
the Microsoft Windows operating system, as well as on pocket PC and Windows Mobile-based devices.
Editions of Windows Media Player were also released for Mac OS, Mac OS X and Solaris but development of
these has since been discontinued. The various advantages[13] WMP are Customizable appearance, Good
compatibility with several different MP3 devices, Easy enough to track down album artwork, automatically
detects which codecs are required to play certain types of video files. The various limitations[13] of WMP are
Menus and program themselves require a bit of a learning curve, Does not always determine which codecs are
needed should they be lacking in order to play a video file properly, Doesn't sync with the iPod, nor does it
support Podcasts, Has a long way to go before it catches up with the features and usability of iTunes.
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B. Flash

Flash[9] is another media player available in the market. In moderation and used for specific purposes
such as delivering video content is good and most computers come off the line with the latest "Flash Player"
installed. Flash is installed in some form on roughly 95% of all computers. Just beware not to make too much of
the site out of flash. It simply isn't an efficient way of delivering content especially if that content changes often.
Never ever use flash for the navigation of a site.

C. Winamp

Winamp[12] appeared to be more user friendly among the media players. The various advantages[13] of
Winamp are Customizable appearance by downloading (designing for yourself) different skins, easy enough to
use, access to several online radio stations, such as XM radio, Sufficient video playback.There are some
limitations[13] of Winamp and they are flimsy design; poor organization of different windows, audio controls,
etc, Could use better access to online stores, Free version only allows 2x burning and ripping, Pro needed in
order to encode MP3s, WMAs, etc

D. RealPlayer

Some advantages[13,11] of Real Player are Has made significant strides to create a far more usable
product, 5.1 surround sound playback for DVDs, Cleaner, more organized menus allow for users to effectively
build up a video playlist, Those who are familiar with iTunes will navigate through RealPlayer's menus with
relative ease. Apart from the advantages there are some limitations[13] also and they are as Extra features such
as burning DVDs requires purchasing RealPlayer Plus, Difficult to find the Basic player on the website;
download links automatically take you to the Plus player, May be too little, too late for Real Player? Poor,
buggy programming has left this company with a bad reputation in the past

E. Adobe Media Player

In the list of frequently used media player one more name is Adobe Media Player[8].The various
advantages[13] of Adobe Media Player are its Clean design, Access to different streaming content. Some
limitations of Adobe Media Player are that it runs on Flash, so expect to do more downloading if you don't have
it installed already (which isn't unlikely), Loading streaming video can be very sluggish, Expect to see plenty of
advertisements while using this player, Managing video downloads is frustrating, Could use a better variety of
content, but more will certainly be added in the future, When downloading, it doesn't give the status of how the
download is coming along.

F. VLC Media Player

VLC Media Player[7] is the most popular media player. It’s the most frequently used media player due
to some of its incomparable features like it is Open source, which allows for endless customization, It is
Powerful tool, fully featured for free, It plays a variety of media, including OGG, MP3, WMA, AVI, MPEG, etc
But It is also having some limitations such as Its appearance needs a bit of tweaking, Skin selection could be
better, For Preference changes to be made to the program, it must be restarted, Playlist is limited and buggy,
something which will hopefully be fixed in later versions, No sync support Apart from the limitations enlisted
above, the common disadvantage of all the players is that they cannot play multiple files at a single time. Also
other players do not have the facilities like player shut down, system shut down, timer, alarm, splitting windows
and sliding screen. Considering all these demerits of various players we are trying to incorporate the facilities in
our player which will overcome these demerits and thus will prove really versatile. The facility of shut down
will help the user to automatically shut down the player as well as system. The user can set the timer and be
relaxed as it will automatically get switched off. The splitting window will enable the user to watch the different
videos at the same time. Sliding screen is the function inserted in the designing of this player to avail the user
with showing of desired file at central position.

I1l.  ANALYSIS OF PROBLEM

The media player is an important application in the time of modern world. Every user either it may be a
naive to computer or even a computer expert is highly inclined to the use of the media player. But every
different media player has different feature. All the features are not found to be available at one place in one
media player. Some media players are found to be efficient in playing different file formats. Some are having
‘Timer’ enabled in them and other are having ‘shut down facility’ with it. But no such application is there which
is having all the features embedded in it. Today’s era is to do work with high efficiency but at the same time it
should consume very less time. So in order to resolve this problem one such application is needed which
integrates the features of all the previous applications along with the successful implementation of all the
features. Such development will surely improve the efficiency and consume less time as was required with the
previous applications.
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Thus the particular project of designing and development of the Versatile Media Player is undertaken in order to
resolve the problem which is being faced as explained above.

V. PROPOSED WORK AND OBJECTIVES
A. Main objectives of project
The various facilities and features have been planned to be incorporated in the Versatile Media Player
to differentiate it from traditional media players. We will attempt to attain some of the following listed issues
related to versatile media player.

[1] Splitting Windows: This feature is used to split the windows of player according to the requirement.
We can split the windows of media player into as many as parts as we require.

[2] Sliding Screen: This feature is used to show the desired file at central positions.

[3] Switching: This feature provides us the facility to switch between two or more than two songs
simultaneously at regular interval of time given by the user.

[4] Playlist: To store audio or video files for further processes.

[5] Lyrics: This player displays the lyrics for audio or video files and shows that onto the bottom part of
the media player.

[6] Play Maximum format: It is capable to play any format of audio or video files.

[7] Login screen: It also provide a high-tech login screen for security purpose.

[8] Feedback: This is the part of back-end which stores a feedback given by user for further modification.

[9] Virtual DJ: For better sound facility[2].

[10] Cheat Code Section : To modify the content of media player if any problem persists at run time (this is
for admin use only)

[11] Shut Down: It provides the facility through which we can shut down our system at stimulated time
maintained by the user.

[12] Alarm: It provides the facility to listen a song st particular time maintained by the user.

V. PROJECT ARCHITECTURE
Architecture provides a basic idea about a particular concept. In the same way this section “Project
Architecture” describes a blueprint of conceptual framework of the project undertaken. The tentative ideas
related with the project and its working are specified here. We have divided our project “Versatile Media
Player” into number of modules. The modules are:

A. Login Screen

For authentication purpose we can use this feature of our project. Through this login you can change
your password too. The password is stored in database and when you change your password the current
password comes into existence. The default user name would be “scott” and password would be “tiger” that is
stored in database. If user wants to change the password then they could use “change password” option of login
screen . If they click on “change password” button then another window appears onto screen. When you enter
the old password then another screen or form will be appearing to confirm the new one. When the new
password will be confirmed then the new password is set in the place of old one.

B. Welcome Screen

The Welcome Screen is the main window or form of this project through which we can use all the
features of this player. Through this window we can watch up to 15 videos at the same time and listen the audio
of any screen as per our requirement.

C. Multiple Screen
Through this screen you can maximize any screen by double clicking on the required screen. The
screen is transparent enough so that the desktop of your screen is clearly visible.

D. Splitting Window
This feature plays a vital role in this player. Through this user can split the screen into number of parts
as per their requirements.

E. Sliding Screen
This feature is used to show the desired screen at central position by just a single click.
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F. Shut Down
This feature of media player provides the facility through which we can shut down the system at
specified time maintained by the user.

G. Alarm
It provides the facility to listen the song at particular time maintained by the user.

H. Feedback Section

This is part of Back End which store feedback given by the user for further modification. For editing
feedback there is one admin feedback screen.
The Data Flow Diagram of this project is shown below for better understanding of the topic.
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VI. CONCLUSION AND FUTURE WORK

Our effort is to obtain efficiency with the consumption of less time also, by using this player users save
their time. By using this media player we can access number of media files at the same time. This application
provides the GUI interface and reduces the access time. This project “Versatile Media Player” has been
designed as per required specification of user. A worth analysis of designing principle has been followed in the
development of this project. In the near future some new and enhanced features will be added to the above
mentioned media player such as Speech to text conversion will be implemented, File format converter will be
added to it, Video encryption will also be implemented.
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Abstract:

In this paper the possible differences in reliability of the metal cutting tools during in vitro (in
laboratory) processing and exploitation conditions has been analyzed. The estimation of reliability of
metal cutting tools in volume productions is done on the bases of monitoring failure rates of metal cutting
tools in a long period of time in order to obtain a large number of samples possible. Investigations have
been realized in theoretical and experimental ways, hereby to get approximately data about failure
occurrence of the instrument while metal cutting process from the aspect of consumption, crack and
fracture. In laboratory conditions research as the criteria for determining of reliability the flank wear
width consumption of instrument is used, while during the research on exploitation conditions the
technological criteria of consumption method is explored.

Keywords: cutting, tool, reliability, failure, consumption, turning, laboratory, exploitation.

. INTRODUCTION

The reliability of the metal cutting tools is a relatively new scientific field. This field includes study,
analysis and development of the cutting edge characteristics in the definite conditions and time interval of
exploitation that will not change the used parameters of the allowed limits. The aim of the paper is to research,
identify and analysis the factors which bring to the failure of the instrument during the cutting process. If we are
limited on the investigation of the reliability of the metal cutting tools, within the processing system one can
conclude that its depend the several factors and presents very complex phenomena because the tool could fail
during the work. These failures mostly happen cause of consumption, crack and fracture of the cutting
instrument. The cutting process characterized by; material of working piece, the material of instrument and the
conditions of the realized processing (cutting regime, geometry of instrument, cooling equipment and lubricators
and the dynamic state of system: machine-instrument—equipment-working piece). The current researches
indicate that the probability functions of the cutting instruments failure will relied on the We bulls disperse.

F (t) =1-exp [-(t/no) Bo] @

The reliability is the compliment of the probability;

R (t)1-F(t)=exp[-(t/no) Bo ()
Frequency of failures is defined as follows:

f (t)=dR(t)/dt 3

The intensity of failures:

Investigations have been realized in theoretical and experimental ways, hereby to get approximately data
about failure occurrence of the instrument while metal cutting process from the aspect of consumption, crack
and fracture. The problem that has been considered in this paper was the determination of reliability of the metal
cutting tool at small and medium series by applying the medium rank method.
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Table 1 Measured values of instrument consumption

Orrder of measuremets
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& 0,80 0.1% 0.20 023 025 0.8
Curting plate Order OF measurements
No. | 7 | 8 | ] [ w1 [T T
T[s] L oizeo | %00 | 00 | Ziee | 3w | 264l
H[mm]
1 0,16 024 029 0,30 0,31 0,33
N — B e s B
SCAL 104 0,12 0,20 0.26 0,2 29 0,30
3 010 ol 018 023 a2 028
1 0,11 0,18 021 0,24 0,26 0,38
0,10 1 0,27 0,29
6 0.50 1 020 025 024

Table 2 Resistance of the cutting plate edge

Resistance of cunmg

plate T [s] 5% | MRes | 9%

SCM 105
1 3570 09 | 109 39,3
2 1620 6.3 6.4 482
E 2650 153 | 42.1 729
| 4 2680 270 | 579 | 8o
E 2700 4.8 | 736 93.7
| 6 2750 607 | so.l 99,]

1. EXPERIMENTAL CONDITION

2.1. Laboratory Conditions

The reference material for work piece is rolled steel CM45 (according to ISO). The initial work piece
diameter is 20.2 mm and the length is 360 mm. The experiments have been performed by using the similar
processing parameters in volume productions of the piston of shock absorber. During the experiment there have
been used the hard metal plates TNMGS04 10 FR according the 1SO standard No.1832 the product from
“Syntel”-Zagreb, of the quality SCM-105 (covered by three layers TiC-Al203-TiN on the hard metal base P25)
. The plate is attached mechanically to the holder PSBNR2020K12 with the fastening system PROMAX-C. The
testing has been realized on PA 22 machine Moran do.

2.2. Exploitation Conditions

The research has been realized on processing conditions of the piston, where the data for the technologic
consumption, crack and fracture of the instrument failure are gathered. Data is gathered:

« verifying the number of processed pieces between two instrument substitution, 679

*  The good pieces are identified measuring control dimensions (in every 5 pieces),

»  The processing process is interrupted after identification of the first piece over the allowed tolerances after
what the instrument is replaced,

« the work of the instrument is monitored visually estimating the reasons for replacement of the cutting plate;
normal consumption of the edge, cracks or instrument fractures, The criteria for defining the effective duty
of the instruments:

*  The exactness of dimensions in the work part (it is realized through special control metering) serves as
principal criteria,

» monitoring the edge (it is done in a visual way) and serves as preventive criteria,

+  The form of the chip (monitoring in a visual way) and serves as preventive criteria,

»  The conditions for monitoring the instruments are the same for all instruments,

»  The examinations are done through regular technological process in conditions of exploitation. The change
of instruments:
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«  The change of instruments is done one by one, in the moment of failure of any crack, fracture or
consumption according to the criteria mentioned above,

»  The sharpening is done in the tool room, for the cases of normal consumption or if the instrument is cracked
or fractured,

« If the edge is broken the entire instrument should be changed, when there should be done the repair of the
base handler,

«  The machine paused during the sharpening of the instrument. The plan for executing the instrument:

»  The monitoring of duty of instrument is realized according to the existing state and the existing
technological process,

«  The lowest number of the monitored samples between two cuttings is 36; the data of monitoring of the work
of instruments are done in (Tab.1. During the experiment there have been used approximately the same hard
metal plates of the quality SCM-105. The testing has been realized on automatic 6 axis machine Wickman.

1. EXPERIMENTAL RESULTS

3.1. Laboratory Conditions

In laboratory conditions research as the criteria for determining of reliability the flank wear
width consumption of instrument is used (VB=0.30 mm). The recovered data from the sustained average
lifetime of the cutting edge between two changed instruments, from the monitored samples according to the
experimental conditions, ordered in 6 value groups, medial rank and the reliability limit of exactness oz = 0.05
(5% and 95% respectively), are shown in (Tab. 2). The graphical presentation of Waybill functions according
the results based on the graphic -analytical calculations are shown in (Fig.1.).

B 25
F(t)
fiy 20
(1)

15

1.0

05

2300 2400 2500 2600 2700 2800

Figure 1 Graphical presentation of Weibull’s functions
3.2. Exploitation Conditions
The recovered data from the sustained average lifetime of the cutting edge between two changed
instruments, from the monitored samples according to the experimental conditions, ordered in 9 value groups,
medial rank and the reliability limit of exactness _z = 0.05 (5% and 95% respectively), are shown in (Tab.1).
The graphical presentation of Weibull functions a cording the results based of the graphic -analytical
calculations is shown in (Fig. 2).
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Figure 2 Graphical presentation of Weibull’s function
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1IV. CONCLUSION
According to the theoretical researches and experiments carried earlier and the analysis based on

diagram in fig.1, can be concluded that the reliability of cutting tool during the work under exploitation
conditions is 10-15% higher comparing to laboratory/vitro conditions. This difference is supposed to be for
these reasons:

[1]
[2]
[3]

[4]
[5]

During the work in laboratory conditions the expedients for cooling and lubrication are not used,;

The working period of cutting blade has been longer for several hundred of seconds, compared to the
exploitation conditions of tens of seconds, so the cutting blade has been overloaded in terms of temperature;
Cutting chips, during labor in vitro conditions have been longer influencing the durability of cutting blade;
The working machine under exploitation conditions has been newer and had smooth work.
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Abstract

The potential of statistical approach in predicting rain fall is discussed in this paper. Two
most implemented methods i.e. Auto-Regressive Integrated Moving Average (ARIMA) and Adaptive
Splines Threshold Autoregressive (ASTAR) are compared in term of accuracy in prediction. Both
methods are constructed to predict daily rainfall in the area of Makassar, Indonesia. Rain problem
in Indonesia increasingly complex due to climate shifts that result in high intensity rainfall in the
dry season so it is very influential on the development of many aspect of social-economy sector. A
ten years daily data (2001-2010) obtained from BMKG (the Meteorology, Climatology and
Geophysics). Several complementary data is also obtained from LAPAN (Government Space Agent).
From various meteorological variables, four variables are selected for predicting rainfall- There
are temperature, humidity, wind speed, and previous precipitation based on their high correlation to
rain event.. These four variables are then input to the ARIMA and ASTAR. The accuracy of
prediction is measured based on root mean square error (RMSE). ASTAR outperformed ARIMA
with less RMSE which is 0.02 to 0.24.

Keywords: ARIMA, ASTAR, Expert System, Rain Prediction,

l. INTRODUCTION

Indonesia is a tropical country which has a high rainfall intensity. Rainfall is a stochastic process,
which upcoming event depends on some other meteorology precursors. Many research have revealed these
meteorology precursors especially those region affected by monsoonal. [1,2,3,4]. These precursors are sea
surface temperature, land surface temperature, relative humidity, winds, geo potential height, and the surface
pressure. A common methodology used in predicting daily rainfall intensity is harvesting abundant of previous
daily rainfall data [5,6]. A statistical method is worth trying method for rain fall forecasting. This is due to the
fact that statistical method can harvesting abundant of data and transform it into a simple line outlook i.e. auto
regressive, moving average, and several other forms. A research has conducted in modelling ARIMA to forecast
daily power consumption [7]. Though data forecast is highly deterministic but very complex since inflation rate
is influenced by many parameters. Preliminary research on Daily Rainfall prediction has been conducted for
Makassar which shows a promising results [8,9]. In this paper, ARIMA and ASTAR are compared in term of its
special advantage in dealing stochastic data, in this case rainfall data, and future development for better
predicting result. The paper is outline into 5 parts, i.e. (1) Introduction, (2)ARIMA modelling, (3) ASTAR
Modelling, (4) Results and Discussion, and (5) Conclusions.

1.  ARIMA MODELLING

ARIMA is used to predict a value in a response time series as a linear combination of its own past
values, past errors, and current and past values of other time series. The ARIMA procedure provides a
comprehensive set of tools for uni-variate time series model identification, parameter estimation, and
forecasting, and it offers great flexibility in the kinds of ARIMA or ARIMA X models that can be analyzed.The
ARIMA procedure supports seasonal, subset, and factored ARIMA models;; multiple regression analysis with
ARMA errors; and rational transfer function models of any complexity. In general, the ARIMA procedure can
be subtle as follows [8]:
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Step 0) A class of models is formulated assuming certain hypotheses.

Step 1) A model is identified for the observed data.

Step 2) The model parameters are estimated.

Step 3) If the hypotheses of the model are validated, go to Step 4, otherwise go to Step 1 to refine the model.
Step 4) The model is ready for forecasting.

A. Step 0

In this step, a general ARIMA formulation is selected to model the rain fall data. This selection is
carried out by careful inspection and selection of the main characteristics of the daily rain fall and other
meteorological data. The corresponding data are: humidity, air pressure, surface land temperature and wind
velocity (corresponding to daily respectively), among others.

B. Step 1

A trial model must be identified for the rain fall data. First, in order to make the underlying process
stationary (a more homogeneous mean and variance), a transformation of the original rain fall data and the
inclusion of factors of the form may be necessary. In this step, the checking process can be done using
Autocorrelation function (ACF) or unit root test. A further check for lag residual and lag dependent tested from
partial ACF.

C. Step 2

After the functions of the model have been specified, the parameters of these functions must be
estimated. Good estimators of the parameters can be computed by assuming the data are observations of a
stationary time series (Step 1). If a Moving Average (MA) pattern is identified then further optimization
process needed by using maximum likelihood or least square estimation. A conditional likelihood function is
selected in order to get a good starting point to obtain an exact likelihood function. Also, an option to detect and
adjust possible unusual observations is selected. As these events are not initially known, a procedure that detects
and minimizes the effect of the outliers is necessary. With this adjustment, a better understanding of the series, a
better modeling and estimation, and, finally, a better forecasting performance is achieved.

D. Step 3

In this step, a diagnosis check is used to validate the model assumptions of Step 0. This diagnosis
checks if the hypotheses made on the residuals (actual prices minus fitted prices, as estimated in Step 1) are true.
Residuals must satisfy the requirements of a white noise process: zero mean, constant variance, uncorrelated
process and normal distribution. These requirements can be checked by taking tests for randomness, such as the
autocorrelation and partial autocorrelation plots. If the hypotheses on the residuals are validated by tests and
plots, then, the model can be used to forecast prices. Otherwise, the residuals contain a certain structure that
should be studied to refine the model in Step 1.

E. Step 4

In Step 4, the model from Step 2 can be used to predict future values of daily rainfall data. Due to this
requirement, difficulties may arise because predictions can be less certain as the forecast lead time becomes
larger. Based on the natural of data, time series forecasting is suit to short term forecasting (hourly or daily).
For a long term period, a structural forecaster is more comply for the situation. The flowchart of corresponding
steps above can be seen in Figure 1. Several historical daily data is collected from BMKG Makassar over 10
years periods (2001 -2010).

+

Hurmic liew, ST
Wind Vel, RF

*

Analising ACF, PACF, and Difference

%

Are data met
stationaricy ™

X es

| Defining ACF and PACF |

Skl

| Deciding ARINMA Model |

-—

| Predict Humidity, LST, W% 20092010 |

Figure 1. ARIMA process
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2.1. DOUBLE REGRESSION
Double regression as part of multivariate analysis aiming on revealing the substantial relationship
between two variable. A dependent variable Y is influenced by subsequent independent variable X. General

view of process is shown in Figure 2.

Defining coef regression

!

Predict daily rainfall

Yes

Daily rainfall prediction

Figure 2. Double Regression Steps

The coefficient of independent variable Y (rain fall) and subsequent dependent variables Xn are formulated as
follows:
Y = B0+ BIX1 +p2X2 + B3X3... + pnXni (1)
Y : Dependent/response Variable
X1 : Independence parame
ter 1
X2 : Independence parameter 2
Xn : Independence parameter n
B: Regression Coefficient

I1l.  ASTAR Modelling
In modelling ASTAR several software are used and integrated to process the ASTAR result, l.e.
Microsoft Excel, SPSS 16 and MARS 2.0 are the software for ASTAR planning system.Rain fall forecasting, as
response variable (YY), Input variable, as predictor variable (X), is wind speed, humidity and temperature with
X1, X2, and X3 respectively. All of predictor variables are applied to attain the best model of rain fall
forecasting.The significant variable, influenced the next day condition with importance variable, is processed
using MARS 2.0 Software.
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Figure 3. Flowchart of ASTAR Methodology

Fuction Base
A Basis Function is distance between sequence knots. In ASTAR, Basis Function is a set of function to describe
information that consist of one or two variables.

Max(0, x —t) or Min (0, t —x) is Basis Function value with t as a value to illustrate knot position and x

as predictor variable. Every 1 knot will produce a couple of Basis Function.
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Figure 4. Basis Function

ASTAR Methods as data analysis technique to find the best model from a set of data. It is using past

and present data to predict the short-term forecasting.
Modelling Stage of ASTAR

[1]

2]
[3]

[4]
[5]

Determine maximum Basis Function, maximum interaction numbers and minimum observation numbers
between knots.

Forward Stepwise Processing to obtain maximum number of Basis Function using MARS 2.0

Backward Stepwise Processing to obtain Basis Function numbers from forward stepwise by minimizing
the least GCV (Generalized Cross Validation) value.

Knots selection using forward and backward algorithm.

Estimating the coefficient of chosen Basis Function as a stage of response variable () prediction (Y) to
predictor variable (X).
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Linearity on predictor variables is modelling main problem. One of MARS strategy to solve this problem, is
reducing the modelling variable, thus it will diminish fake interaction due to its colinearity and will produce
more stable forecasting.Variable declining could be completed by adding fine value in lack of-fit of knot
selection. It is using forward algorithm. Model verification is applying RMSE (Root Mean Square Error) and
MAE (Mean Absolut Error). This research is using RMSE to compare the accuracy of rain fall forecasting with

observation data.

RMSE formula is shown bellow :

RMSE =

Where, yi = Observation value
91 = Forecasting value

n = Observation number

\/ Z(yt

y max— y min

ymaks = maksimum observation data
ymin = minimum observation data

4.1. ARIMA

IV. RESULTS AND DISCUSSION

@

Stationary condition is checked for each variable. If variable does not meet the term, differencing
process commencing. Figure 3 shows ACF of humidity from 2001-2008.
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-0.24
-0.4
-0.6
-0.8-]
_I.OA

Autocorrelation Function for kelembaban februari
(with 5% significance limits for the autocorrelations)

1.0
0.8+
0.6+
0.4+
0.2+
0.0

Lag

Figure 5. ACF of Humidity 2001-2008

The figures describe following terms:
[1] Time Lag 1-4 gain significance since out of range -0.130377<rk<0.130377.

[2] The ACF for humidity shows a not-stationary condition, hence differencing is needed.
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Figure 6. ACF Diff 1 of Humidity 2001-2008
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Output of ACF diff 1 concluded points are:
[1] Time Lag 1,11, 25 gain significance since out of range -0.130377<rk<0.130377.
[2] As rule of thumbs, if the number of out of range time lags < 3, then the ACF consider to be stationary.

Similar procedure imply for LST and Winds. When first differencing failed then next differencing need to be
considered. The same procedure also conducted for PACF to find the MA value. The Mini Tab Software is used
for calculating the coefficient of double regression. The outcome of processing is:

Rain fall = 1055 - 2.72 H — 32.4 LST+ 3.53W 3)
From the formula above, daily rainfall can be predicted for 2009 and 2010.
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Figure 8. The actual vs prediction rainfall in february 2010

From both fig. 7 and fig 8, the prediction quite follow the actual data. The deviation range from 0-25
mm/hr which is acceptable if base on classification of rain by WMO. The root mean square (RMSE) calculated
for year 2009 and 2010 are 0,242 and 0,301 respectively. A little drawback in 2010 is due to the fact that in
2010 the La Nina event occurred. There are also some disadvantages in the system since some data obtained
from BMKG, particularly 2001-2003 periods has some blank events.

4.2. ASTAR

Before input parameter is determined, calculation of input variables correlation is important to know
how those variables affect the rain fall. Input variable to rain fall condition is a variable with high correlation,
thus the product could be used to forecast the rain fall. There are wind speed (knot), humidity (%) and
temperature (C) as predictor variables. Rain fall forecasting for the year 2009 is using 2004 — 2008 BMKG
Region 1V, Makassar, data and forecasting of rain fall for the year 2010 is using 2004 — 2009 data. Relation of
humidity, temperature and wind speed to rain fall is determined with MARS software. It will form a equation
model to February 2009 prediction as follow:

Y =-9.296 + 36.493*BF2 + 5.351*BF4 + 1.302*BF5

While for Februari 2010 prediction has formulation model:
Y =-12.204 + 32.570*BF2 + 4.995*BF4 + 1.493*BF5 Where,
BF2 = max(0, 24.200 - Temperature);
BF4 = max(0, 12.000 — Wind, X1);
BF5 = max(0, Humidity - 69.000);
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Rainfall modelling_FE = BF2 BF4 BF5
The next step is using Microsoft Excel to attain the nest modelling of rain fall forecasting for the year 2009 and
2010.

Y2009 = -9.296 + 36.493 * (24,2 - Tempt) + 5.351* (12- Wind) + 1.302 * (Humidity-69)
=115,298 mm

Y2010 = (-12.204+(32.570*(24.3-Temprture))+(4.995*(12-WInd)) + (1.493* (Humidity-69)))
= 60.374 mm

Therefore, rain fall forecasting per 1 February 2009 and 2010 is 115,298 mm and 60,374 mm.
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Figure 9. The actual vs prediction rainfall ARIMA and ASTAR in february 2010

From Fig. 9 it can be seen that ASTAR has better prediction compare to ARIMA. ASTAR also shows
following trend to the actual data. It seem ARIMA cannot perform well in dealing stochastic data.

V. CONCLUSION
ASTAR method has a better prediction compare to ARIMA in general. It can been seen from the lower
RMSE between 0,060757012 to 0,335681565 with average 0,1373 in year 2010 compare to ARIMA with
RMSE from 0,19331303 to 0,440727825 with average 0,2942. ASTAR also shows a better following trend to
the actual data since its feature in dealing with stochastic data.
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Abstract:

The iris recognition is a kind of the biometrics technologies based on the physiological
characteristics of human body, compared with the feature recognition based on the fingerprint, palm-
print, face and sound etc, the iris has some advantages such as uniqueness, stability, high
recognition rate, and non-infringing etc. The iris recognition consists of iris localization,
normalization, encoding and comparison. In this paper two different methods of iris recognition
mechanism are analyzed. One is support vector machine and other is the Phase based method.
Experimental results and data sets of both methods are also discussed. This paper also showed the
table for the performance result iris methodologies.

Keywords: Biometric recognition system, Phase based method, Support vector machine (SVM).

1. INTRODUCTION

Iris recognition is a biometric-based method of identification. This method has many advantages, such
as unique, stability, can be collected, non aggressive, etc. The iris recognition's error rate is the lowest in most
biometric identification method. Now many research organizations at home and abroad spend a lot of time and
energy to do research of iris recognition [13]. Biometric recognition refers to the process of matching an input
biometric to stored biometric information. In particular, biometric verification refers to matching the live
biometric input from an individual to the stored biometric template about that individual [1]. Examples of
biometrics include face images, fingerprint images, iris images, retinal scans, etc. Thus, image processing
techniques prove useful in the biometric recognition. The field of biometrics utilizes computer models of the
physical and behavioral characteristics of human beings with a view to reliable personal identification. The
human characteristics of interest include visual images, speech, and indeed anything which might help to
uniquely identify the individual.

Most current authentication systems are password based making them susceptible to problems such as
forgetting the password and passwords being stolen. One way to overcome these problems is to employ
biometrics (e.g., fingerprints, face, iris pattern, etc.) for authentication. Another important application is to
match an individual’s biometrics against a database of biometrics. An example application of biometric
identification is the matching of fingerprints found at a crime scene to a set of fingerprints in a database [11].
Authentication problem has narrower scope, but the matching technologies are applicable to both verification
and identification problems [10]. Many biometric sensors output images and thus image processing plays an
important role in biometric authentication. Image preprocessing is important since the quality of a biometric
input can vary significantly. For example, the quality of a face image depends very much on illumination type,
illumination level, detector array resolution, noise levels, etc [3]. Preprocessing methods that take into account
sensor characteristics must be employed prior to attempting any matching of the biometric images. The use of
biometric systems has been increasingly encouraged by both government and private entities in order to replace
or increase traditional security systems.  The word iris is generally used to denote the colored portion of the
eye. It is a complex structure comprising muscle, connective tissues and blood vessels. The image of a human
iris thus constitutes a plausible biometric signature for establishing or confirming personal identity [6]. Further
properties of the iris that makes it superior to finger prints for automatic identification systems include, among
others, the difficulty of surgically modifying its texture without risk, its inherent protection and isolation from
the physical environment, and it’s easily monitored physiological response to light [5]. Additional technical
advantages over fingerprints for automatic recognition systems include the ease of registering the iris optically
without physical contact beside the fact that its intrinsic polar geometry does make the process of feature
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extraction easier [4]. Boles and Boashash [2] proposed a novel iris recognition algorithm based on zero
crossing detection of the wavelet transform, this method has only obtained the limited results in the small
samples, and this algorithm is sensitive to the grey value changes, thus recognition rate is lower. In another
method followed by Jie Wang [7] the iris texture extraction is performed by applying wavelet packet transform
(WPT) using Haar wavelet. The iris image is decomposed in to sub images by applying WPT and suitable sub
images are selected and WPT coefficients are encoded. One more technique to extract the feature is Haar
wavelet decomposition. Tze Weng Ng, Thein Lang Tay, Siak Wang Khor [8], has proposed Haar wavelet
decomposition method for feature extraction. It acquires an accuracy using complex neural network matching
method. Coefficients obtained from the decomposition of are then converted to binary codes to be used on
calculation of hamming distance for matching purpose. Zhonghua Lin, Bibo Lu [9], has proposed iris
recognition based on the optimized Gabor filters. The recognition rate is high, the recognition speed is
guaranteed. Iris recognition will need in future for security. Iris recognition has many advantages comparing
other biometric techniques:

1.1Uniqueness

Dissector F. H. Adler suggested the uniqueness of iris originally in 1965. The visible features in an iris
include the trabecular meshwork of connective tissue, collagenous stromal fibres, ciliary processes, contraction,
and freckle. These textures ensure that different persons have distinct iris. The probability of two persons’ irises
being the same is lower than10~2*%, Even though they are twins, their irises are quite different. This fact is the
reason why we use iris to recognize personal identity.

1.2Reliability

Iris is an inner organ in our eyes and protected by eyelid, lash and cornea. Unlike finger and palm, it is
seldom hurt and the error of recognition caused by scar will never happen. In this sense, iris recognition is much
better than fingerprint and palm-print recognition. Furthermore, our irises matured when we were one year old
and would not change in our life.

1.3Against artifice
A living eye’s pupillary diameter relative to iris diameter in a normal eye is constantly changing, even
under stead illumination. The pupillomotor response could provide a test against artifice.

I1. STEPS OF IRIS RECOGNITION SYSTEM
It is the process of acquiring high definition iris images either from iris scanner or precollected images.
These images should clearly show the entire eye especially iris and pupil part. Then Major steps are followed: -

2.1 Segmentation
A technique is required to isolate and exclude the artifacts as well as locating the circular iris region.
The inner and the outer boundaries of the iris are calculated.

2.2 Normalization

Iris of different people may be captured in different size, for the same person also size may vary
because of the variation in illumination and other factors. The normalization process will produce iris regions,
which have the same constant dimensions, so that two photographs of the same iris under different conditions
will have Characteristic features at the same spatial location.

2.3 Feature extraction

The significant features of the iris must be encoded so that comparisons between templates can be
made. Most iris recognition systems make use of a band pass decomposition of the iris image to create a
biometric template. Iris provides abundant texture information. A feature vector is formed which consists of the
ordered sequence of features extracted from the various representation of the iris images.

2.4 Matching of an Image

To authenticate via identification (one-to-many template matching) or verification (one to- one
template matching), a template created by imaging the iris is compared to a stored value template in a database.
If the Hamming distance is below the decision threshold, a positive identification has effectively been made e.g.
a hamming distance of 0 would result in a perfect match.
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I1l. SUPPORT VECTOR MACHINE (SVM)

Support Vector Machines (SVMs) [19] as pattern classification techniques which are based on iris code
model which the feature vector size is transformed to one-dimension vector which reduces to 1 x 480 by using
averaging techniques contains the average value to recognize an authorized user and unauthorized user. SVM is
a relatively new learning machine technique, which is based on the principle of Structural risk minimization
(minimizing classification error). A SVM is binary classifier that optimally separates the two classes of data.
There are two important aspects in the development of SVM as classifier. The first aspect is determination of the
optimal hyper plane which will optimally separate the two classes and the other aspect is transformation of non-
linearly separable classification problem into linearly separable Figl shows linearly separable binary
classification problem with no possibility of miss-classification data. Let x and y be a set of input feature vector
and the class label respectively. The pair of input feature vectors and the class label can be represented as tuples
{x, y.} where i = 1L.2,....N and y = £1. In the case of linear separable problem, there exists a separating hyper
plane which defines the boundary between class 1 (labeled as y = 1) and class 2 (labeled as y = -1). The
separating hyper plane is:

wx+b=10 (1)
Which implies

yilwx+b =1i=12...N (2)

Basically, there are numerous possible values of {w, b} that create separating hyper plane. In SVM only hyper
plane that maximizes the margin between two sets is used. Margin is the distance between the closest data to the
hyper plane.

Optimal
f hyperplane » B Class 1
3

) @ Class 2

X2

Figurel. SVM with linear separable

The margins are defined as d+ and d-. The margin will be maximized in the case €+= d-. Moreover, training
data in the margins will lie on the hyper planes H+ and H-.

2

d+)+(d) = T (3
As H+ and H- are the hyper planes in which the closest training data to the optimal hyper plane, then there is no
training data which fall between H+ and H-. This means the hyper plane that separates optimally the training
data is the hyper plane which minimizes ||w||2, the minimization of || w]|> is constrained by equation( 1).
When the data is non-separable, slack variables, ¢, are introduced into the inequalities for relaxing them slightly
so that some points allow lying within the margin or even being misclassified completely. The resulting problem
is then to minimize,

Llw] + {Z}(e}]] (%)
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Where C is the adjustable penalty term and L is the loss function. The most common used loss function is linear
loss function, L{z;) = (=;} The optimization of (3) with linear loss function using Lagrange multipliers
approach is to maximize,

o N N
Lolw,b,a) = Z .:L-‘.'»'}Z Z aaj. vyl < xaxj = (3]
i =1 i=1
Subject to
0=a=( (e)
And

N
D o @

Where q; is the Lagrange multipliers. This optimization problem can be solved by using standard quadratic
programming technique. Once the problem is optimized, the parameters of optimal hyper plane are,

N
w = Z AN (3
i
As matter of fact, a; is zero for every x; except the ones that lie on the margin. The training data with non-zero a;
are called as support vectors. In the case of a non-linear separable problem, a kernel function is adopted to
transform the feature space into higher dimensional feature space in which the problem become linearly
separable. Typical kernel functions commonly used are listed in table 1.

Kernel KE(X. X))
Linear XX
Polynomial (X7, X +1)¢
Gaussian RBF ey

exp [~ 524

Tablel. Formulation for kernel function

3.1 Performance measurement

This system in general makes four possible decisions; the authorized person is accepted, the authorized
person is rejected, the unauthorized person (impostor) is accepted and the unauthorized person (impostor) is
rejected. The accuracy of the proposed system is then specified based on the rate in which the system makes the
decision to reject the authorized person and to accept the unauthorized person. False Rejection Rates (FRR) is
used to measure the rate of the system to reject the authorized person and False Acceptance Rates (FAR) used to
measure the rates of the system to accept the unauthorized person. Both performances are can be expressed as:

FRR NER 100 9

= Nag < 100% @
NFA

FAR = % 100% (10)

NIA

NFR is referred to the numbers of false rejections and NFA is referred to the number of false acceptance, while
NAA and NIA are the numbers of the authorized person attempts and the numbers of impostor person attempts
respectively. Furthermore, low FRR and low FAR is the main objective in order to achieve both high usability
and high security of the system.

3.2 Data sets and experimental results

The Chinese Academy of Sciences—Institute of Automation (CASIA) eye image database is used in the
experiment. To evaluate the effectiveness of the proposed system, a database of 42 grayscale eye images (7 eyes
with 6 different images for each eye) was employed. About 30 grayscale eye images with 5 unique eyes are
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considered as authorized users and the others are impostors. For each eye, 6 eye images were captured in two
different sessions with one month interval between sessions (three samples are collected in the first session and
others three in second sessions) using specialized digital optics developed by the National Laboratory of Pattern
Recognition, China. Infra-red lighting was used in acquiring the images, hence features in the iris region are
highly visible and there is good contrast between pupil, iris and sclera regions.

The performance of biometric systems is usually described by two error rates: FRR and FAR. Hence,
the effectiveness of the proposed system in testing phase is evaluated based upon FRR and FAR values. The
FAR is calculated based on the close set and open set. In the close set, the typing biometric of an authorized
person uses other authorized person identity. On other hand, the open set is referred as typing biometric of the
impostors use authorized person. The obtained feature vector of iris code comprises matrix of 20 x 480. This
feature vector consists of bits 0 and 1. It was observed in all the experiments conducted that the feature vector
size which containing high dimensionality often contributed to high FRR and FAR values with long processing
time. To overcome this problem, feature vector size is transformed to one-dimension vector which reduces to 1
x 480 by using averaging techniques contains the average value. SVMs are classifiers which have demonstrated
high capability in solving variety of problems that include the object recognition problems. Experimental results
of training and testing based on iris code using SVMs are discussed. In developing user models based on iris
code, a SVM with polynomial kernel function of order 8 is used. Each authorized user has its own SVM-based
model characterized by a set of support vectors. By using quadratic programming in the MATLAB environment,
appropriate support vectors are determined. The penalty term C of 10*% is used to anticipate misclassified data.
Table 2 shows the training performance when the SVM is employed to develop user’s models based on their iris
code.

Authorized Training Time(sec) Classification Results (%)

User
Userl 0.0781 100
User2 0.0781 100
User3 0.0625 100
Userd 0.1094 100
Userb 0.0781 100

Average 0.0812 100

Table2. Training performance of iris code

These results indicate that all of the SVM-based user models give perfect classifications as there are no
errors in recognizing all the users. Besides, all of the SVM- based models can be trained in a very short time of
about 0.1 second. A series of experiments is conducted using the testing data which have not been used during
the training phase. Table 3 shows the testing performances of the SVM-based authorized user models. The
SVM-based authentication gives very good results for FAR of close set and open set conditions. This implies
that the proposed system is well protected from attacking by impostors. In contrast, the FRR values are very
high percentage with an average value of about 19.80%. Hence, the system seems to have poor usability.
Experimental results show that the first, second and fourth users produce maximum FRR values of about 33%.

Authorized User FRR (%) FAR (%) Close set FAR (%) Open set
Userl 33 0 0
User2 33 0 0
User3 0 0 0
User4 33 0 0
Userb 0 0 0
Average 19.80 0 0

Table3. Testing performance of iris code

1IV. PHASE BASED METHOD
4.1 Daugman integrodifferential operator
The phase based method recognize iris patterns based on phase information. Phase information is
independent of imaging contrast and illumination. J.Daugman [12, 14] designed and patented the first complete,
commercially available phase-based iris recognition system in 1994. The eye images with resolution of 80-130
pixels iris radius were captured with image focus assessment performed in real time. The pupil and iris

boundary was found using integrodifferential operator given in following Equation:
I'ix,y)

2Ir

d
max,, x0, y0 |G () = /%0, 50 ds‘ (11}
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Where I(x, y) is the image in spatial coordinates r is the radius, (x0, y0) are centre coordinates, the symbol *
denotes convolution and G o(r) is a Gaussian smoothing function of scale . The centre coordinates and radius
are estimated for both pupil and iris by determining the maximum partial derivative of the contour integral of
the image along the circular arc. The eyelid boundaries are localized by changing the path of contour integration
from circular to actuate. The iris portion of the image I(x) is normalized to the polar form by the mapping
function 1(x(r, 0), y(r, 0)) — I(r, 0) where r lies on the unit interval [0, 1] and 0 is the angular quantity in the
range [0, 2IT]. The representation of iris texture is binary coded by quantizing the phase response of a texture
filter using quadrature 2D Gabor wavelets into four levels. Each pixel in the normalized iris pattern corresponds
to two bits of data in the iris template. A total of 2,048 bits are calculated for the template, and an equal number
of masking bits are generated in order to mask out corrupted regions within the iris. This creates a compact 256-
byte template, which allows for storage and comparison of iris.

The recognition in this method is the failure of a test of statistical independence involving degrees of
freedom. Iris codes are different for two different samples. The test was performed using Boolean XOR operator
applied to 2048 bit phase vectors to encode any two iris patterns, masked by both of their bit vectors. From the
resultant bit vector and mask bit vectors, the dissimilarity measure between any two iris patterns is computed
using Hamming Distance (HD), given in the following equation:

(codeA (® codeB) () maskd O maskB

HD
maskAd ) maskB

(11}

Where code A, code B are two phase code bit vectors and mask A, mask B are mask bit vectors. The HD is a
fractional measure of dissimilarity with O representing a perfect match. A low normalized HD implies strong
similarity of iris codes.The work by Xianchao Qui [15] used 2D Gabor filters for localization. The filter
response vectors were clustered using vector quantization algorithms like k-means. The experiments were
conducted on CASIA-Biosecure iris database consisting of images captured from Asian and non-Asian race
groups. In Martin‘s method, the iris circumference parameters are obtained by maximizing the average intensity
differences of the five consecutive circumferences.

In Masek‘s method, the segmentation was based on the Hough transform. The phase data from 1D
Log-Gabor filters was extracted and quantized to four levels to encode the unique pattern of the iris into a bit-
wise biometric template. Xiaomei Liu [16] reimplemented Masek‘s algorithm in C that was originally written in
Matlab. Continuing the Daugman ‘s method, Karen vollingsworth [17] has developed a number of techniques for
improving recognition rates. These techniques include fragile bit masking, signal-level fusion of iris images, and
detecting local distortions in iris texture. The bits near the axes of the complex plane shift the filter response
from one quadrant to adjacent quadrant in presence of noise. In the fragile bit masking method, such bits called
as the fragile bits are identified and masked to improve the accuracy. The signal-level fusion method uses image
averaging of selected frames from a video clip of an iris. Local texture distortions occurs with contact lenses
with a logo, poor-fit contacts and edges of hard contact lenses, segmentation inaccuracies and shadows on the
iris. These are detected by analyzing iris code matching results. The 20x240 normalized images were covered
with 92 windows each of size 8x20. Fractional HD was computed for each window. The location of windows
with highest fractional HD was identified and removed from further calculations. The effect of dilation was
studied by collecting datasets of images with varying degrees of dilation. The data was divided into subsets with
small pupils, medium pupils and large pupils. The subset of data with large pupils showed worst performance
with EER at an order of magnitude greater compared to that of small pupil data set. The visibility in the iris area
is reduced and greater part of iris is occluded by eyelids which provide less information for iris code generation.
Following table shows the performance result of Daugman’s algorithm and other algorithms of iris recognition.

Group EER FAR/FRR Overall accuracy
Wides et al 1.76 2.4/2.9 95.10
Avila 3.38 0.03/2.08 97.89
Tisse 5.94 1.84/8.79 96.61
Li Ma 4.73 0.02/1.98 98.00
Daugman 0.95 0.01/0.09 99.9
Boles 8.13 0.02/1.98 94.33
Hamed 2.1 1.6/1.2 98.1

Ranjzad
Kaushik 0.92 0.03/0.02 99.5
Rai

Table4. Performance results of Iris recognition methods
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V. CONCLUSION

This paper concluded that the Support Vector Machine was adopted as classifier in order to develop the
user model based on his/her iris code data. Experimental study using CASIA database is carried out to evaluate
the effectiveness of the proposed system. Based on obtained results, SVM classifier produces excellent FAR
value for both open and close set condition. Thus, the proposed system seems in a good level of security. Phase
based method recognize the iris pattern based on the phase information. Phase information is independent of
imaging contrast and illumination. Continuing Daugman’s method, Karen Vollingsworth has developed a
numbers of techniques for improving the recognition rates. In fragile bit masking method, fragile bits are
identified and masked to improve the accuracy. The signal level fusion method uses image averaging of selected
frames from video clip of an iris. Local texture distortions occurs with contact lenses with a logo, poor-fit
contacts and edges of hard contact lenses, segmentation inaccuracies and shadows on the iris. These are detected
by analyzing iris code matching results. The experiments were conducted on CASIA-Biosecure iris database
consisting of images captured from Asian and non-Asian race groups. The performance results are based on the
error rates: False Acceptance Rate (FAR) and False Rejection Rate (FRR); Equal Error Rate (EER) and the
overall accuracy. Table 4 shows that Daugman’s method gives the maximum accuracy with respect to FRR and
FAR, 0.01/0.09 and overall accuracy 99.9%.
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Abstract:

The main purpose of data mining is to extract knowledge from large amount of data. Artificial
Neural network (ANN) has already been applied in a variety of domains with remarkable success. This
paper presents the application of hybrid model for stroke disease that integrates Genetic algorithm and
back propagation algorithm. Selecting a good subset of features, without sacrificing accuracy, is of great
importance for neural networks to be successfully applied to the area. In addition the hybrid model that
leads to further improvised categorization, accuracy compared to the result produced by genetic
algorithm alone. In this study, a new hybrid model of Neural Networks and Genetic Algorithm (GA) to
initialize and optimize the connection weights of ANN so as to improve the performance of the ANN and
the same has been applied in a medical problem of predicting stroke disease for verification of the results.

Keywords: ANN, Back Propagation algorithm, data mining, Feed Forward Network, Genetic algorithm,
Hybrid model, Neuron.

I INTRODUCTION

Data mining is the process of discovering useful knowledge in data and also finding the inter-relation
pattern among the data [7].1t is an automated discovery of strategic hidden patterns (useful information) in large
amounts of raw data using intelligent data analysis methods [8]. For the past few years, there have been a lot of
studies focused on the classification problem in the field of data mining [9, 10].The general goal of data mining
is to extract knowledge from large amount of data. The discovered knowledge should be predictive and
comprehensible classification is given an equal importance to both predictive accuracy and comprehensibility.
Neural Network is used for the classification of diseases based on the features of the patients.

A stroke is the sudden death of brain cells in a localized area due to inadequate blood flow. The sudden
death of brain cells due to lack of oxygen, caused by blockage of blood flow or rupture of an artery to the brain.
Sudden loss of speech, weakness, or paralysis of one side of the body can be symptoms. In medical diagnosis,
the information provided by the patients may include redundant and interrelated symptoms and signs especially
when the patients suffer from more than one type of disease of same category. The physicians may not able to
diagnose it correctly. So it is necessary to identify the important diagnostic features of a disease and this may
facilitate the physicians to diagnosis the disease early and correctly. The expert go for computer aided diagnosis
(CAD) for confirming their prediction. The CAD helps to improve their prediction efficiency and accuracy. It
should also be user friendly, so that expert can have the classification with explanation.

1.  RELATED WORK

In August 2012, Dharmistha.D.Vishwakarma, presented paper on Genetic based weight optimization
of Artificial Neural network. This papers shows the weights in different layers of the network are optimized
using genetic algorithm comparison results for the ANN trained without GA and GA based ANN. [1] In July
2012, P.Venkateshan and V.Premlatha, presented paper on Genetic-Nero approach for disease
classification ,which shows genetic neuro classification system performs better than the conventional neural
network.[2] In June 2012, Kafka Khan and Ashok Sahai presented the comparison of BA ,BP,GA,PSO and LM
algorithms for training feed forward neural network in e-Learning context was done.[3] In May 2011,Asha
Karegowada,A..S.Manjunath, M.A.Jayaram presented the Application of Hybrid model that integrates Genetic

.ijceronline.com i Page 95




Study Of Hybrid Genetic Algorithm Using Artificial Neural Network...

algorithm and Back Propagation network.[4].In 2009,D.Shanthi,Dr.G.Sahoo,Dr.N. Saravanan presented the
paper on Evolving Connection Weights of Artificial Neural Networks Using Genetic Algorithm with
Application to the Prediction of Stroke Disease , the real output and desired output of ANN and Hybrid ANN-
GA were compared. The classification accuracy for all surfaces were improved. Evolving Connection Weights
of Artificial Neural Networks Using Genetic Algorithm with Application to the Prediction of Stroke Disease.[5]
In December 2008, D.Shanthi, Dr.G.Sahoo, and Dr.N.Saravanan paper on Input Feature Selection using Hybrid
Neuro-Genetic Approach in the Diagnosis of Stroke Disease. In this paper, they proposed a neuro-genetic
approach to feature selection in disease classification in this paper, a new hybrid neuro-genetic approach has
been proposed and the same has been used for the selection of input features for the neural network.
Experimental results showed the performance of ANN can be improved by selecting good combination of input
variables. [6]

Il.  ARTIFICIAL NEURAL NETWORK

A Neural Network (NN) consists of many Processing Elements (PEs), loosely called “neurons” and
weighted interconnections among the PEs. Each PE performs a very simple computation, such as calculating a
weighted sum of its input connections, and computes an output signal that is sent to other PEs. The training
(mining) phase of a NN consists of adjusting the weights (real valued numbers) of the interconnections, in order
to produce the desired output. [10] The Artificial Neural Network (ANN) is a technique that is commonly
applied to solve data mining applications. The previous neuron doesn't do anything that conventional
conventional computers don't do already. A more sophisticated neuron s the McCulloch and Pitts model (MCP).
The difference from the previous model is that the inputs are ‘weighted’; the effect that each input has at
decision making is dependent on the weight of the particular input. The weight of an input is a number which
when multiplied with the input gives the weighted input. These weighted inputs are then added together and if
they exceed a pre-set threshold value, the neuron fires. In any other case the neuron does not fire.

Input Layer Hidden Layer Output Layer
i w  TEACH/USE —

Input —> (e

N
INPUTS : T
OUTPUT |- ( ee

Input — ‘(p_E ;l/_’:_; l}_ )—i Output
- —

Input —p | PEV

TEACHING INPUT A
Figure 1 A MCP neuron Figure 2. An example of a simple feed- forward network

V. BACK PROPAGATION ALGORITHM

The back propagation algorithm (BP) [11] is a classical domain-dependent technique for supervised
training. It works by measuring the output error, calculating the gradient of this error, and adjusting the ANN
weights (and biases) in the descending gradient direction. Hence, BP is a gradient-descent local search
procedure (expected to stagnate in local optima in complex landscapes). The squared error of the ANN for a set
of patterns iThe actual value of the previous expression depends on the weights of the network. The basic BP
algorithm calculates the gradient of E (for all the patterns) and updates the weights by moving them along the
gradient-descendent direction. This can be summarized with the expression Aw = —nV E, where the parameter 1
>0 is the learning rate that controls the learning speed. The pseudo-code of the BP algorithm is shown (cf.
Figure 3).

Imitialize Weights:
TWhile not Stop-Criterion do

For all 1. j do
X

ETTe,

Wiy = Wiy — T

End For
End "While

Figure 3. Pseudo code of back propagation algorithm
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V. GENETIC ALGORITHM
A GA is a stochastic general search method. It proceeds in an iterative manner by generating new

populations of individuals from the old ones. Every individual is the encoded (binary, real, etc.) version of a
tentative solution. [13] The canonical algorithm applies stochastic operators such as selection, crossover, and
mutation on an initially random population in order to compute a new population. In generational GAs all the
population is replaced with new individuals. In steady-state GAs (used in this work) only one new individual is
created and it replaces the worst one in the population if it is better.

The total process is described as follows:

1- Generate randomly an initial population;

2- Evaluate this population using the fitness function;

3- Apply genetic operators such selection, crossover, and mutation;

4- Turn the process “Evaluation Crossover mutation” until reaching the stopped criteria fixed in prior.

t=10

Inttialize: P(0) = {a5(0). .... a,(0)} € T"

Evaluate: P(0): {@(a:(0)). ... $(a,(0)}}

While £ (P(t)) # true  //Reproductive loop
Select: P'(t) = sq; {P(1)}
Recombine: P7(t) = @g, {P(1)}
Mutate: P77(t) = my,, ~lP (1)}
Evaluate: P°(1): {®(a; (1)). ..
Replace: P(t+1) =1 (P777(t) U Qj
t=t+1

End While

Figure 4. Pseudo code of genetic algorithm

(a (1)

VI. HYBRID MODEL OF GENETIC AND BACK PROPAGATION ALGORITHM

Back propagation learning works by making modifications in weight values starting at the output layer
then moving backward through the hidden layers of the network. BPN uses a gradient method for finding
weights and is prone to lead to troubles such as local minimum problem, slow convergence pace and
convergence unsteadiness in its training procedure. Unlike many search algorithms, which perform a local,
greedy search, GAs performs a global search. GA is an iterative procedure that consists of a constant-size
population of individuals called chromosomes, each one represented by a finite string of symbols, known as the
genome, encoding a possible solution in a given problem space. The GA can be employed to improve the
performance of BPN in different ways. GA is a stochastic general search method, capable of effectively
exploring large search spaces, which has been used with BPN for determining the number of hidden nodes and
hidden layers, select relevant feature subsets, the learning rate, the momentum, and initialize and optimize the
network connection weights of BPN. GA has been used for optimally designing the ANN parameters including,
ANN architecture, weights, input selection, activation functions, ANN types, training algorithm, numbers of
iterations, and dataset partitioning ratio [13]. The new hybrid Neuro-Genetic approach is depicted in figure 5
and the same has been applied for the diagnosis of stroke disease. The result show this hybrid approach has the
potential to eventually improve the success rate better than traditional ANN monolithic design

.ijceronline.com ||April||2013]| Page 97




Study Of Hybrid Genetic Algorithm Using Artificial Neural Network...

Figure 5: Hybrid Neuro- Genetic Approach

The process of GA-NN algorithm is presented below:

[1]  Determine the symptoms with help of Expert

[2] Initialize count=0, fitness=0, number of cycles

[3] Generation of Initial Population. The chromosome of an individual is formulated as a sequence of
consecutive genes, each one coding an input.

[4] Design suitable network (input layer, hidden Layer, output layer)

[5] Assign weights for each link

[6] Train the network using BP algorithm

[71  Find cumulative error and the fitness value. The genotypes are evaluated on the basis of the fitness
function.

[8] If (previous fitness<current fitness value) Then store the current features

[9] count = count +1

[10] Selection: Two parents are selected by using the roulette wheel mechanism

[11] Genetic Operations: Crossover, Mutation and Reproduction to generate new features set (Apply new
weights to each link)

[12] If (number of cycles <= count) go to 4

[13] 13 Train the network with the selected features

[14] Study the performance with test data.

VII. STUDY OF PREVIOUS RESULTS AND DISCUSSION
FOR DIAGNOSIS OF STROKE DISEASE
The data for this work have been collected from 150 Patients who have symptoms of stroke disease. The data
have been standardized so as to be error free in nature. Table 1 below shows the various input parameters for
the Prediction of stroke disease.
Table 1: Input Parameters

Sr.No Attributes

1 Hypertensive

2 Diabetes

3 Myocardial

4 Cardiac failure

5 Atrial fibrillation
6 Smoking

7 Blood cholesterol
8 Left arm and leg
9 Right arm and leg
10 Slurring

11 Giddiness

12 Headache

13 Vomiting

14 Memory deficits
15 Swallowing

16 Vision

17 Double vision

18 Vertigo

19 Numbness

20 Dizziness
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7.1 Neural Network based Feature Selection

Data are analyzed in the dataset to define column Parameters and data anomalies. Data analysis
information needed for correct data preprocessing. After data analysis, the values have been identified as
missing, wrong type values or outliers and which columns were rejected as unconvertible for use with the neural
network . Feature selection methods are used to identify input columns that are not useful and do not contribute
significantly to the performance of neural network. The removal of insignificant inputs will improve the
generalization performance of a neural network. In this study, first Backward stepwise method is used for input
feature selection. This method begins with all inputs and it works by removing one input at each step. At each
step, the algorithm finds an input that least deteriorates the network performance and becomes the candidate for
removal from the input set. The architecture of the neural network designed with 20 input nodes, 10 hidden
nodes, and 10 output nodes. This ANN is trained using Back propagation algorithm and tested with the data and
overall predictive accuracy was shown in table 10 against different datasets.

7.2 GA Based Feature Selection
In this neuro-genetic approach all the 20 symptoms are taken in to account. GA optimizes the 20
inputs in to 14. The genotype is represented by a sequence of symptoms. The number of individual in the initial
population is 20. The fitness function is represented by means of root mean square error. The maximum number
of generations are fixed at 20. The rest of the paper describes pre-processing, analysis, design, training and
testing of ANN.
Table 2: Parameters used in GA

Search Method Genetic
Algorithm

Population size 20

Number of generations 20

Probability of crossover 0.4
Probability of mutation 0.033
Random number seed 1

In this work, the probability of crossover is 0.6 and the probability of mutation is 0.033. These probabilities are
chosen by trial and error through experiments for good performance. The data is partitioned are done randomly
and the following table shows the no of records in the training set, validation set and test set.

Table 3: Data Partition Set

S1No | Data Partition set | Records Percentage
1. Tramng set 104 69.33%
2 Validation set 23 15.33%
3. Test set 23 15.34%
4. Ignored set 0 0%
Total 150 100%

The average prediction accuracy by the traditional Neural Network approach and the new hybrid Neuro-Genetic
approaches are depicted in table 4 below:

Table 4: Average Prediction Accuracy

Approach Training Validatio | Testing
n

Neural 78.52% 82.43% 90.61%

Networks

GA-NN 79.17% 83 B8% 98.67%

The result shows clearly that our new hybrid neuro-genetic method provides better accuracy and faster
convergence due to the complexity of the network. The prediction accuracy is 98.67% with the reduced features.
Sometimes reduction of features yields the drop in accuracy. So the input parameters should be chosen without
compromising the accuracy.
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VIIl.  CONCLUSION
In this paper, a new hybrid neuro genetic approach has been used for the selection of input features
for the neural network. results showed the performance of ANN can be improved by selecting good
combination of input variables from the results; GA-NN approach gives better average prediction accuracy than
the traditional ANN.
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Abstract:

Milling is a process of producing flat and complex shapes with the use of multi-tooth cutting
tool, which is called a milling cutter and the cutting edges are called teeth. The axis of rotation of the
cutting tool is perpendicular to the direction of feed, either parallel or perpendicular to the machined
surface. The machine tool that traditionally performs this operation is a milling machine. Milling is
an interrupted cutting operation: the teeth of the milling cutter enter and exit the work during each
revolution. This interrupted cutting action subjects the teeth to a cycle of impact force and thermal
shock on every rotation. The tool material and cutter geometry must be designed to withstand these
conditions. Cutting fluids are essential for most milling operations.In this Paper the design aspects of
milling cutter is analyzed. The objective considered is the design and modeling of milling cutter and
to analyse various stress components acting on it. Various designing strategies are considered to
design the effective milling cutter like outer diameter, inner diameter, radius, teeth angle etc .The
design and analysis is carried out using the softwares like CATIA V5 and ANSYS.

Keywords: ANSYS, CATIA, cutting fluids, cutting edges, High Speed Steel, Milling Speed, machined
surfaces, surface milling cutter.

l. INTRODUCTION

Milling, for example, has its own particularities, such as variation on the unreformed chip thickness (h),
interrupted cuts, etc. Models developed for turning and adapted to milling, working with average chip thickness,
can yield reasonable results in terms of force. There are operations, however, where a more accurate result is
needed and then, the discrepancies may become unacceptable. That is the case with high speed milling, which
uses very low chip thickness. In this case, the cutting edge radius almost equals the unreformed chip thickness
and the rake angle tends to be highly negative. The material seems to be removed like in abrasive processes
(Shaw 1996). Additionally, the main parameters describing the models are a function of other ones related to the
tool (material, geometry, coating, etc.) and the machine (rigidity, speed, position control, etc.). In order to
investigate the end milling process in some cutting conditions, at any particular combination tool-machine-work
piece, a simple and fast method is needed to find the main parameters of the classical existing models and study
some new ones. Milling is a process of producing flat and complex shapes with the use of multi-tooth cutting
tool, which is called a milling cutter and the cutting edges are called teeth. The axis of rotation of the cutting
tool is perpendicular to the direction of feed, either parallel or perpendicular to the machined surface. The
machine tool that traditionally performs this operation is a milling machine. Milling is an interrupted cutting
operation: the teeth of the milling cutter enter and exit the work during each revolution. This interrupted cutting
action subjects the teeth to a cycle of impact force and thermal shock on every rotation. The tool material and
cutter geometry must be designed to withstand these conditions. Cutting fluids are essential for most milling
operations.

Fig 1: Milling Cutter
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1.1 Types of milling

There are two basic types of milling, are as follows

e  Down (climb) milling: It is type of milling in which the cutter rotation is in the same direction as the motion
of the work piece being fed. In down milling, the cutting force is directed into the work table, which allows
thinner work parts to be machined. Better surface finish is obtained but the stress load on the teeth is abrupt,
which may damage the cutter. In conventional milling, friction and rubbing occur as the insert enters into
the cut, resulting in chip welding and heat dissipation into the insert and work piece. Resultant forces in
conventional milling are against the direction of the feed. Work-hardening is also likely to occur.

%,
oulter %, cutter &

mlany’ % rotation .~ &
/ &
!

action of forces
applied to work

action of forces
e iied fo work

table feed — {able feed

climb milling conventional milling
Fig 2: Climb Milling Fig 3: Conventional Milling

e Up (conventional) milling: It is the type of milling in which the work piece is moving towards the cutter,
opposing the cutter direction of rotation. In up milling, the cutting force tends to lift the work piece. The
work conditions for the cutter are more favorable. Because the cutter does not start to cut when it makes
contact (cutting at zero cut is impossible), the surface has a natural waviness. The insert enters the work
piece material with some chip load and produces a chip that thins as it exits the cut. This reduces the heat by
dissipating it into the chip. Work-hardening is minimized. Climb milling is preferred over conventional
milling in most situations.

1.2 Milling of complex surfaces

Milling is one of the few machining operations, which are capable of machining complex two and
three-dimensional surfaces, typical for dies, molds, cams, etc. Complex surfaces can be machined either by
means of the cutter path (profile milling and surface contouring), or the cutter shape (form milling).

e Form milling: In form milling, the cutting edges of the peripheral cutter (called form cutter) have a special
profile that is imparted to the work piece. Cutters with various profiles are available to cut different two-
dimensional surfaces. One important application of form milling is in gear manufacturing.

o Profile milling: In profile milling, the conventional end mill is used to cut the outside or inside periphery of
a flat part. The end mill works with its peripheral teeth and is fed along a curvilinear path equidistant from
the surface profile.

e  Surface contouring: The end mill, which is used in surface contouring has a hemispherical end and is called
ball-end mill. The ball-end mill is fed back and forth across the work piece along a curvilinear path at close
intervals to produce complex three-dimensional surfaces. Similar to profile milling, surface contouring
require relatively simple cutting tool but advanced, usually computer-controlled feed control system.

I1.  Classification of milling cutters according to their design
e HSS cutters: Many cutters like end mills, slitting cutters, slab cutters, angular cutters, form cutters, etc., are
made from high-speed steel (HSS).
e Brazed cutters: Very limited numbers of cutters (mainly face mills) are made with brazed carbide inserts.
This design is largely replaced by mechanically attached cutters.
o Mechanically attached cutters: The vast majority of cutters are in this category. Carbide inserts are either
clamped or pin locked to the body of the milling cutter.

I11.  Geometry of milling cutter
The milling cutter is a multiple point cutting tool. The cutting edge may be straight or in the form of
various contours that are to be reproduced upon the work piece. The relative motion between the work piece and
the cutter may be either axial or normal to the tool axis. In some cases a combination of the two motions is used.
For example, form-generating milling cutters involve a combination of linear travel and rotary motion. The
figure below shows the various angles and geometry of a milling cutter.
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Fig 4: A Plain Milling Cutter

IV. THE GENERATED MODEL OF A MILLING CUTTER USING CATIA

Fig 5: 3D-Model of milling cutter

V. ANALYSIS OF MILLING CUTTER
The basic steps for performing analysis are listed below:
Create the model geometry and mesh
Identify the contact pairs
Designate contact and target surfaces
Define the target surface
Define the contact surface
Set the element KEYOPTS and real constants
Define/control the motion of the target surface (rigid-to-flexible only)
Apply necessary boundary conditions
Define solution options and load steps
Solve the contact problem
Review the results

VI. RESULTS & DISCUSSION
e CASE 1: Analysis of High Speed Steel Milling cutter for W=10000 N

O

e — 3/

Fig 6: Stress values Fig 7: Deformation

e CASE 2: Analysis of High Speed Steel Milling cutter for W=250 N

-----

p— ‘i

Fig 8: Stress values Fig 9 Defd;mation

e CASE 3: Analysis of Tungsten Carbide Milling cutter for W=10000 N
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Fig 10: Stress value Fig 11: Deformation

e CASE 4: Analysis of Tungsten Carbide cutter for W=250 N

Goomeny (T TP gt e

Fig 12: Stress values Fig 13: Deformation
SRNO. |LOAD STRESS | STRAIN SRNO. |[LOAD STRESS | STRESS

(Model) | (Theoretical)

1 10000 | 38854 | 020494 1 10000 | 36764 | 22094
2 250 91.775 | 0.005122 2 250 91775 | 55.04
Table 1: Load vs Stress for High Speed steel Table 2: Load vs Stress for Tungsten Carbide
LOAD vs STRAIN
0.7
Load Vs Stress .
4000 e
w3000 g 04 ——STRAIN(WC)
E 2000 =5TRESS £ 03 —-STRAIN{HSS)
B 1000 (THEO... i
0 01
0 20000 0
0 2000 4000 6000 8000 10000 12000
LOAD LOAD
Fig 14: Load vs Stress for High Speed steel. Fig 15: Load vs Stress for Tungsten Carbide
VII.  Conclusion

In this study the design and analysis is carried out for two different cutter materials and they are High
Speed Steel and Tungsten Carbide. In this analysis the loads acting on the cutter and speed is varied and the
results obtained are compared. Finally the design and analysis is carried out using the software’s CATIA VS5,
ANSYS.It could even be ventured that this approach can be used to design any complex mechanical
component or system. Specifically for the cutter design, it produced the cutting variables that yield the
minimum cost of manufacturing. The different design activities, such as design, solid modelling, and
finite element analysis, have been integrated. As is evident, approach presented in this paper is flexible
and easy to use.
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Abstract

Image mosaicing is one of the most important subject of research in computer vision. Image
mosaicing requires the integration of direct methods and feature based methods. Direct methods are
found to be useful for mosaicing large overlapping regions, small translations and rotations while
feature based methods are useful for small overlapping regions. Feature based image mosaicing is
combination of corner detection, corner matching, motion parameters estimation and image stitching.
In this paper we present a review on different approaches for image mosaicing and the literature over
the past in the field of image mosaicing methods. We take an overview on the various methods for
image mosaicing.

Keywords: Direct method, feature based method, homography, image registration, image
wrapnina.imaae compositina. nixel blendina.

l. INTRODUCTION

An Image mosaic is a synthetic composition generated from a sequence of images and it can be
obtained by understanding geometric relationships between images. The geometric relations are coordinate
transformations that relate the different image coordinate systems. By applying the appropriate transformations
via a warping operation and merging the overlapping regions of warped images, it is possible to construct a
single image indistinguishable from a single large image of the same object, covering the entire visible area of
the scene. This merged single image is the motivation for the term mosaic. Various steps in mosaicing are
feature extraction and registration, stitching and blending. Image registration refers to the geometric alignment
of a set of images. The set may consist of two or more digital images taken of a single scene at different times,
from different sensors, or from different viewpoints. The goal of registration is to establish geometric
correspondence between the images so that they may be transformed, compared, and analyzed in a common
reference frame. This is of practical importance in many fields, including remote sensing, medical imaging, and
computer vision [1].Registration methods can be loosely divided into the following classes: algorithms that use
image pixel values directly, e.g., correlation methods [2]; algorithms that use the frequency domain, e.g., fast
Fourier transform based (FFT-based) methods [3]; algorithms that use low-level features such as edges and
corners, e.g., feature based methods [1]; and algorithms that use high-level features such as identified (parts of)
objects, or relations between features, e.g., graph-theoretic methods [1].The registration method presented uses
the Fourier domain approach to match images that are translated and rotated with respect to one another. The
algorithm uses the property of phase correlation which gives the translation parameters between two images if
there is no other transformation between the images other than translation, by showing a distinct peak at the
point of the displacement [4]. The next step, following registration, is image stitching. Image integration or
image stitching is a process of overlaying images together on a bigger canvas. The images are placed
appropriately on the bigger canvas using registration transformations to get the final mosaic.

Il. LITERATURE REVIEW

Registration and mosaicing of images have been in practice since long before the age of digital
computers. Shortly after the photographic process was developed in 1839, the use of photographs was
demonstrated on topographical mapping [5]. Images acquired from hill-tops or balloons were manually pieced
together. After the development of airplane technology (1903) aerophotography became an exciting new field.
The limited flying heights of the early airplanes and the need for large photo-maps, forced imaging experts to
construct mosaic images from overlapping photographs. This was initially done by manually mosaicing [6]
images which were acquired by calibrated equipment. The need for mosaicing continued to increase later in
history as satellites started sending pictures back to earth. Improvements in computer technology became a
natural motivation to develop computational techniques and to solve related problems. The construction of
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mosaic images and the use of such images on several computer vision/graphics applications have been active
areas of research in recent years. There have been a variety of new additions to the classic applications
mentioned above that primarily aim to enhance image resolution and field of view. Image-based rendering [7]
has become a major focus of attention combining two complementary fields: computer vision and computer
graphics [8]. In computer graphics applications images of the real world have been traditionally used as
environment maps. These images are used as static background of synthetic scenes and mapped as shadows onto
synthetic objects for a realistic look with computations which are much more efficient than ray tracing. In early
applications such environment maps were single images captured by fish-eye lenses or a sequence of images
captured by wide-angle rectilinear lenses used as faces of a cube. Mosaicing images on smooth surfaces (e.g.
cylindrical or spherical allows an unlimited resolution also avoiding discontinuities that can result from images
that are acquired separately. Such immersive environments (with or without synthetic objects) provide the users
an improved sense of presence in a virtual scene. A combination of such scenes used as nodes allows the users
to navigate through a remote environment. Computer vision methods can be used to generate intermediate views
between the nodes. As a reverse problem the 3D structure of scenes can be reconstructed from multiple nodes.
Among other major applications of image mosaicing in computer vision are image stabilization , resolution
enhancement , video processing (e.g. video compression,video indexing ).

1. IMAGE MOSAICING METHODS

Image mosaicing methods can be classified broadly into direct method and feature based method.
Direct Method uses information from all pixels. It iteratively updates an estimate of homography so that a
particular cost function is minimized. Sometimes Phase-Correlation is used to estimate the a few parameters of
the homography. In Feature Based Method a few corresponding points are selected on the two images and
homography is estimated using these reliable points only. Feature Based Methods are in general more accurate.
It can handle large disparities. Direct methods, may not converge to the optimal solution is the presence of local
minima. For reliable performance direct methods rely on feature based initialization. Feature based methods [9]
mosaic the images by first automatically detecting and matching the features in the source images, and then
warping these images together. Normally it consists of three steps: feature detection and matching, local and
global registration, and image composition.

Feature detection and matching aims to detect features and then match them. Local and global
registration starts from these feature matches, locally registers the neighboring images and then globally adjusts
accumulated registration error so that multiple images can be finely registered. Image composition blends all
images together into a final mosaic. Direct methods [10] attempt to iteratively estimate the camera parameters
by minimizing an error function based on the intensity differences in the area of overlap. But this type of
methods needs initialization, either by correlation or by manually setting some corresponding points. It is hard
for the user to manually set the corresponding points correctly especially when the photographed scene does not
have planar faces while Feature Based Methods mosaic the images by detecting the features in the images
automatically, matching these features, and then creating the final mosaic image by warping other images
related to one base image. Direct methods are useful for mosaicing large overlapping regions, small translations
and rotations. Feature based methods can usually handle small overlapping regions and in general tend to be
more accurate but computationally intensive.

V. IMAGE MOSAICING PROCESS
The image mosaicing procedure generally includes three steps. First, we register input images by
estimating the homography, which relates pixels in one frame to their corresponding pixels in another frame.
Second, we warp input frames according to the estimated homographies so that their overlapping regions align.
Finally, we paste the warped images and blend them on a common mosaicing surface to build the panorama
result.

4.1. Image Registration: given a set of N images {I;.I;....Iy} with a partial overlap between at least two
images, compute an image-to- image transformation that will map each image I ..., Iy into coordinate system
of 1;.

4.2. Image Warping: warp each image I; ..., Iy using the computed transformation.
4.3. Image Interpolation: resample the warped image.
4.4. Image Compositing: blend images together to create a single

image on the reference coordinate system.
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4.5 Image Registration

Image registration is the task of matching two or more images. It has been a central issue for a variety
of problems in image processing [11] such as object recognition, monitoring satellite images, matching stereo
images for reconstructing depth, matching biomedical images for diagnosis, etc. Registration is also the central
task of image mosaicing procedures. Carefully calibrated and prerecorded camera parameters may be used to
eliminate the need for an automatic registration. User interaction also is a reliable source for manually
registering images (e.g. by choosing corresponding points and employing necessary transformations on screen
with visual feedback). Automated methods for image registration used in image mosaicing literature can be
categorized as follows:

Feature based [12] methods rely on accurate detection of image features. Correspondences between features
lead to computation of the camera motion which can be tested for alignment. In the absence of distinctive
features, this kind of approach is likely to fail.

Exhaustively searching for a best match for all possible motion parameters can be computationally extremely
expensive. Using hierarchical processing (i.e. coarse-to-fine [13]) results in significant speed-ups. We also use
this approach also taking advantage of parallel processing for additional performance improvement.

Frequency domain approaches for finding displacement and rotation/scale are computationally efficient but
can be sensitive to noise. These methods also require the overlap extent to occupy a significant portion of the
images (e.g. at least 50%).

Iteratively adjusting camera-motion parameters leads to local minimums unless a reliable initial estimate is
provided. Initial estimates can be obtained using a coarse global search or an efficiently implemented frequency
domain approach.

4.6 Warping in the Discrete Domain
Forward and reverse mapping

In the forward mapping the source image is scanned pixel by pixel, and copies them to the appropriate
location in the destination image.The reverse mapping goes through the destination image, pixel by pixel, and
samples the corresponding pixel from the source image. The main advantage of the reverse mapping is that
every pixel in the destination image will have assigned an intensity value. In the forward mapping case, some of
the pixels in the destination images may not be coloured, and would have to be interpolated[15].

Expansion and contraction problems

When working with digital images, we deal with a discrete space and quantized intensities. Warping an
image in the discrete space has as a consequence dilations and contractions of the rectangular pixels, originating,
in general, quadrilaterals. This expansion/contractions demands the use of convenient methods for estimating
pixel intensities on the image result. Two different problems may arise. In the case of expansion some pixels
have no intensity assigned. In the case of contraction, several original pixel may converge to a single one. In
both cases we need to estimate the new pixel intensities. These two problems are two typical instances of image
resampling. In the first case, expansion, we have to use interpolation techniques to estimate the intermediate
pixel intensities. The contraction may originate aliasing problems. To limit its effect we can use anti-aliasing
filters[16].

4.7 Image Compositing

Images aligned after undergoing geometric corrections most likely require further processing to
eliminate remaining distortions and discontinuities. Alignment of images may be imperfect due to registration
errors resulting from incompatible model assumptions, dynamic scenes, etc. Furthermore, in most cases images
that need to be mosaiced are not exposed evenly due to changing lighting conditions, automatic controls of
cameras, printing/scanning devices, etc. These unwanted effects can be alleviated during the compositing
process. The main problem in image compositing is the problem of determining how the pixels in an
overlapping area should be represented. Finding the best separation border between overlapping images has the
potential to eliminate remaining geometric distortions. Such a border is likely to traverse around moving objects
avoiding double exposure . The uneven exposure problem can be solved by histogram equalization, by
iteratively distributing the edge effect on the border to a large area , or by a smooth blending function [14].
A particular case of image combination is the function dissolve characterised by
| = Dissolve a (I;1;))=(1-a)l; +al,.
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where a is in the interval [0, 1]. We may notice that for a = 0, we have

| = Dissolve 0 (I 1, ) =1,

and for a =1

| = Dissolve 1 (I;1;) =1,

For other values of a, the image result is the weighted average of the two images, as illustrated in Figure below.
The value of a is constant, being independent of the position of the pixel to be combined.

a) b) c) d) e)

Image dissolving: a) Image(I;}; b) Dissolve 0.25(I4I3); c) Dissolve0.25(I;I; }1: d) Dissolve0.75(111;3; €)
Image (I2].
4.8 Pixel Blending
Once the correspondences between input images have been correctly aligned, inputs are warped onto the
common mosaicing image surface according to the estimated homographies and then merged to build the output
panorama. However, due to exposure differences, misregistrations or even movement of objects in the scene,
merging warped inputs is not simply an averaging process between overlapping pixels.A better approach is to
take a weighted averaging that assigns pixels closer to the center of the image higher weights before blending
them. Such a technique of blending pixels by a weighted averaging is called feathering [14], and is helpful in
overcoming the exposure differences between inputs. When integrated with the high dynamic range(HDR)
radiance map and the exposure invariant feature-based image alignment method, it can even construct
panoramas over tremendous exposure differences. Feathering can be performed within pixel color spaces, or in
the gradient domain.
V. CONCLUSION

Image mosaicing is useful for a variety of tasks in vision and computer graphics .Due to the wide range
of applications, image mosaicing is one of the important research area in the field of image processing. Here we
have presented some of the very fundamental and basic techniques used in image mosaicing. This paper presents
a complete process for image mosaicing.
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Abstract
In this paper, the measurement of received signal strength indication (RSSI) is demonstrated by
using wireless sensor network (WSN). This measurement is a basic technology which is varied according to
distance of command device and client device. Many algorithms are developed based on this measurement
of RSSI such as to develop many useful WSN'’s applications. The experimental results of WSN are
demonstrated in this paper. Good effectiveness of distance measurements by using RSSI is achieved.

Keywords: Wireless sensor network (WSN), ZigBee, RSSI, Distance measurement.

l. INTRODUCTION

The low cost and low power consumption is main advantages of wireless sensor network (WSN). WSN is
based on technologies of radio transceivers and receivers such as to achieve some useful information around the
environment to develop many control techniques such as vehicle/building automation, home security,
environmental monitoring, indoor location awareness/identification, etc. When many WSNs are deployed in large
field, they can be automatically organized to form an ad hoc network to communicate with each other by means of
some network topologies such as star, mesh and tree communication topologies [1, 2]. The standard of WSN is
followed the standard of IEEE 802.15.4/ZigBee. So many people can also call WSN as ZigBee. The ZigBee builds
upon the IEEE 802.15.4 standard which defines the physical and medium access control (MAC) layers for low cost,
low rate personal area networks and provides a framework for application programming in the application layer [3,
4].

Many indoor applications of distance measurement such as monitors, identifications, etc. are based on
ZigBee. Many distance measurement algorithms are developed such as to estimate the location of client device.
Among some conventional distance measurement techniques, the received signal strength indication (RSSI) is
most interested [5]. In particular, RSSI can be measured in the 802.15.4 physical standard which reports the signal
strength associated with a received packet to higher layers. The RSSI values of the transmitted signals recorded at
different client devices. In this paper, the good performances of distance measurement by RSSI of WSN are
demonstrated. Meanwhile, the values of RSSI are shown in computer’s screen.

1. INTRODUCTION TO WSN

The ZigBee Alliance is an association of companies working together to develop standards (and products)
for reliable, cost-effective, low-power wireless networking. ZigBee technology will probably be embedded in a
wide range of products and applications across consumer, commercial, industrial and government markets
worldwide. ZigBee builds upon the IEEE 802.15.4 standard which defines the physical and Medium Access
Control (MAC) layers for low cost, low rate personal area networks. ZigBee defines the network layer
specifications for star, tree and mesh network topologies and provides a framework for application programming in
the application layer. In this paper, the subroutines are provided by Jennic Inc. to develop the distance
measurement applications. All these subroutines include different type of application program interface (API). For
example, the Queue API provides a queue-based interface between an application and both the IEEE 802.15.4
stack and the peripheral hardware drivers. The API interacts with the IEEE 802.15.4 stack via the Jennic 802.15.4
Stack API (which sits on top of the 802.15.4 stack). The most important part of APIs is Application Queue API.
The Application Queue API handles interrupts coming from the MAC sub-layer of the IEEE 802.15.4 stack and
from the integrated peripherals of the wireless microcontroller, saving the application from dealing with interrupts
such as MAC Common Part Sublayer (MCPS) interrupts, MAC sub-Layer Management Entity (MLME) interrupts
and Hardware interrupts [6, 7]. A variety of network topologies are possible with IEEE 802.15.4. A network must
consist of a minimum of two devices, one is command device and some client devices. The basic type of network
topology is the Star topology. A Star topology consists of a central personal area network (PAN) command device
surrounded by the other client devices of the network [6, 7].
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I1l. EXPERIMENTAL RESULTS FOR DISTANCE MEASUREMENT

The free Code::Blocks software is used in distance measurement of RSSI of WSN. At first, the program
of command device is developed then the program of client device is developed consequently. Every network must
have one and only one PAN command device, and one of the tasks in setting up a network is to select and initialize
this command device. The personal area network identification (PAN-ID) must be set adequately in program. The
development board can provide all the software tools and hardware required to get the first-hand experience with
WSN.For the software, free Application Programming Interface (API) packages is provided to the peripheral
devices on the single-chip IEEE 802.15.4 compliant wireless microcontrollers. It details the calls that may be made
through the API in order to set up, control and respond to events generated by the peripheral blocks, such as UART,
GPIO lines and Timers among others. The software invoked by this API is present in the on-chip ROM. This API
does not include support for the ZigBee WSN MAC hardware built into the device; this hardware is controlled
using the MAC software stack that is built into the on-chip ROM [6, 7]. In this paper, the ZigBee WSNs are used to
design for the distance measurement by means of RSSI of WSN.

At first, the program of RSSI test is demonstrated and shown in Fig. 1. From the results, the values of
RSSI will be varied according to the distance between the command and client device. In Fig. 2 (a), the near
distance test shows the value of RSSI transformed into digital value of LQI as 255. In Fig. 2 (b), the long distance
test shows the value of RSSI as 102. In the programs, the actual analogue to digital values are normalized from O to
255. From this example, it demonstrates that the RSSI based WSN is successfully established, meanwhile, the
good distance measurement performance is also possessed.

= g — E— e S—
Project Build Debug Tools Plugins  Settings Help

NS vProcessEventQueues(void) : PRIVATE void

e T a— L Ja 0 SN~ 1)
Source\enddevice.c <
261
262
263 do
264 H {
265 ‘ psMcpsInd = ps%pr{pLRaad‘\l‘,psIndf )
266 if (psMcpsInd != NULL
267 = -
268 [ vProcessIncomingData(psMcpsInd); ]
269 vAppOApiReturnMcps IndBuffer(psMcpsInd):
270 | T
271 r } while (psMecpsInd != NULL):
272
273
274 do
275 = {
276 ‘ psMimeInd = ps{pr{pLRaad‘lllme,Indfl
277 1f (psMlmeInd !=
278 B
279 vProcesslncomingMlme( psMlmelnd) ;
280 [ vAppQApiReturnMImeIndBuffer(psMimelInd); ]
281 r =
282 r } while (psMimelInd != NULL):
283
284
285 do
286 &= {
287 ‘ psAHI Ind = ps{pr{pLRaadH\ Ind():
288 f (psAHI _Ind != NULL
289 ©
290 vProcessincomingHwEvent(psAHL Ind);
291 vAppQApiReturnHwIndBuffer(psAHI_Ind);
FOO8S =
293 - } while (psAHI_Ind != NULL):
294 1}

Fig. 1. The program of RSSI for distance measurement

Fig. 2 (a) The near distance test of RSSI
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Fig. 2 (b) The long distance test of RSSI

IV. CONCLUSION
In this paper, the design method for the application of distance measurement is established by using the
measurement programs of received signal strength indicator (RSSI) of IEEE 802.15.4/ZigBee wireless sensor
network (WSN). It demonstrates that the RSSI based WSN is successfully established, meanwhile, the good
distance measurement performance is also possessed.

ACKNOWLEDGMENTS:
This paper is partially funded by teacher’s research project of Taoyuan Innovation Institute of
Technology.

REFERENCES

[1]. Y. C. Hu, D. B. Johnson and A. Perrig, “SEAD: secure efficient distance vector routing for mobile wireless ad hoc networks,” Ad
Hoc Networks, vol. 1, pp. 175-192, 2003.

[2]. M. Abolhasan, T. Wysocki and E. Dutkiewicz, “A review of routing protocols for mobile ad hoc networks,” Ad Hoc Networks, vol.
2, pp. 1-22, 2004.

[3]. 1.J. Su, C. C. Tsai and W. T. Sung, “Area temperature system monitoring and computing based on adaptive fuzzy logic in wireless
sensor networks, Applied Soft Computing,” vol. 12, pp. 1532-1541, 2012.

[4]. L. Aguilar, G. Liceaand J. A. Garcia-Macias, “An experimental wireless sensor network applied in engineering courses,” Computer
Applications in Engineering Education, vol. 19, pp. 777-786, 2011.

[5]. K. Lu, X. Xiang, D. Zhang, R. Mao and Y. Feng, “Localization algorithm based on maximum a posteriori in wireless sensor
networks,” International Journal of Distributed Sensor Networks, Article ID 260302, 2012. (d0i:10.1155/2012/260302)

[6]. Y. J. Mon, C. M. Lin and I. J. Rudas, “Wireless Sensor Network (WSN) Control for Indoor Temperature Monitoring,” Acta
Polytechnica Hungarica, vol. 9, no. 6, pp. 17-28, 2012.

[7]. Jennic Application Queue API Reference Manual (JN-RM-2025), Jennic Inc., 2006.

.ijceronline.com i Page 112



doi:10.1155/2012/260302

w IJCER
Sourmat of International Journal of Computational Engineering Research||Vol, 03||Issue, 4]|

Engeneering

S

A Distributed Decisive Support Disease Prediction Algorithm for
E-Health Care with the Support of JADE

O.Saravanan', Dr.A.Nagappan®
‘research Scholar, Vinayaka Missions University, Salem, TN, India
“research Guide & Principal, V.M.K.V Engineering College, Salem, TN, India

Abstract:

A Distributed decisive support disease prediction system for E-Health Care with the
support of JADE (java agent development environment). The proposed solution supports the
doctors to access the patient details from anywhere in the world easily. Due to the data diversity, it
is not possible to maintain all the patient details in a single location. This solution makes easier to
access the patient details independent of location and it produces decisive support information for
doctors. Sometimes the doctor may not be sure about any disease that the patient get affected, in
such situations the doctor need some assistance about other patient history with similar symptoms.
For example cough and cold may be a symptom for fever but those symptoms also supports for
other unfamiliar diseases also. So that the doctor can’t take any decision by simply seeing few
symptoms, on that stage the doctor may need to access patient histories of other hospitals or
branches. The Jade framework makes easier to access the data instantly within short time. This
framework maintains many containers and different agents to fetch different data from different
location. Using those mobile agents all the data from remote locations is fetched and we use
modern support and count methods to make decision. For the purpose of decision support, this
methodology proposes a new support and count methods. It maintains a different patient database,
whenever a new query is made then use database initially and also whenever fetch data from
remote location it will be updated to related database also. Using the patterns or symptoms of the
patient framework calculates probability value for each disease in order to predict by which the
patient has affected. This solution reduces the time of moving agent from and to and increases the
efficiency of the system.

Keywords: Mobile Agents, Agent Creation, E-Health Care, Agent Management, Decisive Support
algorithm, FIPA, JADE.

l. INTRODUCTION

Nowadays there are various researches for medical solutions due to the increase of population and also
the incoming of new kind of diseases. Day to day people are suffering with new diseases which cannot be
identified by the doctor for prolong period. Still there are researches to identify diseases in a faster manner and
to find solutions to them. In many cases the doctor’s were find difficulty in identifying a disease or concluding a
disease with the symptoms the patient have, because same set of symptoms may be support to more than one
disease. For example cough and cold are symptoms of ordinary fever and also that are symptoms for
tuberculosis. With these problems the doctors could not take a decision with the patient symptoms to proceed
with treatment. Here, propose a decisive support disease prediction system for E-Health care using JADE
environment. Java Agent Development Environment provides various features to create multiple agents using
which an application can perform remote computation. It acts as a middleware between the application layer and
data base layer. It is very useful in peer to peer and distributed environment where the data is distributed in
many places. The agents developed using this environment can communicate with other agents and control them
as necessary. The agent management system is used to control the lifecycles of other agents in the platform. The
jade has functionalities to handle the events to be generated and handled, according to the event generated there
are message can be fetched from the event and based on the generated message agent communication between
other agents is carried out. Basically the environment has a main container where all agents are created and
registered. The agents in the main container are controlled by another agent so it is launched very first and has a
graphical user interface. The other containers in the distributed environment have to be registered first, so that
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the distributed environment can be formed. The other containers can be registered using a command Boot with
parameters container, host which specifies the internet protocol address of the machine where the main
container runs. Once all other containers are registered with the main container then everything is ready for
computation. Each ACL message contains agent id and other persistent values used by the agent to perform
computation in the remote location. The agent location is identified by the location parameter using which the
agent can distinguish between its home container and remote container. The agent performs the specified
computation by identifying its location. The mobility behavior provided by the Jade environment makes easier
to reduce the processing load in huge data processing environments and it reduces the time and scalability of the
application. There may be any number of agents can be generated depend on the work load of the application
and sent for remote execution.

The Agent Management System is responsible for the movement of agents from one location to other
location with the help of ACL messages. Whenever an agent wants to move from one location it has to generate
an ACL message, so that the agent will be moved to remote location by the Agent Management System.
Decision support algorithm provides the benefit of getting into a conclusion about a patient by which he
affected. It generates a probability value by which the decision is taken and it uses support and count methods to
calculate the probability. There are various methods for decision support like apriori, frequent pattern etc. We
propose a new one which generates probability with the support of frequent patterns.

1. LITERATURE REVIEW

Java agent Development environment has been used for various purposes. Its main area of application
is networking and network security. There have been many publications with the help of JADE. Also the
applications of jade extended to the area of data mining also. A Distributed framework using jade mobile agent
environment is proposed to support the administrators to manage the network from the intrusions which are
coming from inter and intranet [13]. The administrator will be able to analyze the kind of network threat coming
to the network and according to that he can change the rules. It uses snort intrusion detection system and used
alert database to store alerts.

New mobile agent based intrusion detection system is proposed which contains Intrusion Detection
System on every network location [12]. It has a mobile agent environment to support distributed computing and
each segment in the network has a sensor which captures the packets coming to the network and mobile agents
move from different location and captured packets are delivered to the IDS using the agents. The intrusion
detection system identifies the correctness of the packet.Spynet: This framework provides a solution to
investigate crimes initiated by genuine users of the network [14]. It uses scattered network traffic data to
identify the crimes. It uses the agents as a design unit in the distributed environment, so that the processing time,
usage of bandwidth and overhead generated by communication. In this system additional agents can be created
to reduce the work load, so that it reduces the scalability and increases the efficiency.

Web server with multi agent for medical practitioners by jade technology is proposed to support
processing of bio signals like ECG, EMG, and EEG [19]. It helps the practioners to interact with other specialist
to come to a conclusion. In this a multi agent system is proposed for content based retrieval of multimedia data
[5]. It uses existing agent software components to fulfill the client requirements by adapting retrieved
components. It has various levels as group, agent, module and code. Each level has its own responsibility and
used for various purposes. Agent Based Software Engineering [7], proposed a method for Multi Agent System
design, to reduce the time complexity in designing the multi agent system. It uses domain ontology and internal
structure of the agents to design the multi agent system. By using this design of multi agent system will become
easier with reduced cost. It reduces overall time and internal structure.

Multi agent Systems: A Modern Approach to Distributed Acrtificial Intelligence [2] is proposed, to get
an intelligence using multiple agents which works in distributed manner. The evaluation of trust and reputation
is computed with the interacting agents with dynamic behavior [15]. Here trust computation is performed
dynamically and the agent should pass the trust computation process to perform its process in the remote
location. This methodology reduces the risk of malicious agents attack, and also a load balancing algorithm is
specified.With the help of mobile agents a distributed intrusion detection system is proposed in [18]. Here
intrusion detection system runs on various locations of the network and captures the attack and logs to the
database. The mobile agents are responsible for initializing the intrusion detection system, and fetching the log
data from remote location. The administrator could control the IDS remotely with the help of mobile agents and
he can infer some knowledge to improve the performance of the network.
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1. EXISTING SYSTEM

There are various existing methodologies for the prediction of medical diseases, few of them have been
discussed here. Prediction of medical diseases using radial basis function [20] is proposed by Hannan. They
used artificial neural network and they trained 300 patient’s symptoms. The radial basis function is used to
predict the heart disease. A cardiovascular disease prediction system using genetic algorithm and neural network
[21], used multilayered feed forward neural networks are used and genetic algorithm is used to determine the
weight in less number of iterations. Improving the disease prediction using ontology [22], perform disease
prediction based on crisp DRG features and fuzzy membership of patient diagnoses in the DRG groups. ICD-9
ontological similarity approach is used to compute fuzzy membership. In [23], an intelligent disease prediction
system using data mining is discussed, using decision tree, naive bayes and neural network. The methodologies
here discussed are centralized in nature and more time consuming due to the amount of data to be processed.
Keeping all those data in a single location makes the system scalable and more chance for single point failure.
To overcome all those factors, here propose a distributed decisive support system for E-Health Care.

3.1 Proposed System

The proposed system contains four parts namely web server, web container, main agent container,
remote container. The input to the web server through the web page symptoms given by the practitioner and
output is through the web page as disease and probability values from the web server forwards the query and
data to the main web container.

3.2 Multi-Agent Controller

Whenever a query rises, it identifies the location information about the other agent containers and
number of agents necessary to process the query, to avoid unnecessary movement of agents to and from where
no relevant data available.

W'eh Container

u Remote Container
FA=iEn Hme=mnt Contain=r ———— r=sd REmaots Data
Sment
Load local P
data
Symm % M
User Result
Cecisive support ]
prediction
Update
database

Figurel: System Architecture

The agent controller moves the agent only to the location where relevant data about the query is
available. It generates the agents and moves them to remote container. The mobile agent reads the data from the
remote data base when it reaches the remote container. After reading it once again returns to the main container
and returns the data it read from the remote location.

3.3 Query Submission

The medical practitioner generates a query to the web server to get the disease probability for submitted
query. He enters the set of symptoms and values of symptoms to through the web interface to the web server.
For example if the patient affected by fever, it generates the temperature value ,and ECG details in case of chest
pain , urine culture details in case of urinary tract infection (UTI) etc. Upon receiving such a query the web
server reads the patient details and data from its local data base.

IV. DECISIVE SUPPORT PREDICTION ALGORITHM
The proposed algorithm reads both the agent fetched data and local data from the web server. First it
identifies unique diseases from the dataset and unique pattern P; from the whole data set Ds. For each pattern P;
in the data set Ds, It computes the number of matches N;the pattern of symptoms with the whole data set Ds. The
support value is the number of pattern matches it has with the whole data set.
For each disease K;, the probability is calculated as follows.
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P (K') = (Ni/T;)*n*log0

N;- the support value ie Number of pattern matches for a particular disease pattern.
Ti- total number of pattern for a particular disease pattern.
n- Number of agent locations we used.

2.1 Algorithm
Stepl: Read all patterns from local and remote fetched.
Step2: Identify Unique Disease Ki;.
Step3: For each Disease K; Select patterns (M;) from the whole set affected by Disease K;. Match the symptoms
with the pattern set (M;). Count number of matches as support N;. Count total number of patterns T; Calculate
probability as

P (K ) = (N¥Ty)*n*log0. End

Step 4: Sort the Disease probability values.
Step5: select the highest probability valued disease.
Step6: Stop.

2.2 Results and Discussion

The proposed methodology used many number of mobile agents and generates good results compared
to other algorithms and methodologies. Here set of values provided as input for prediction and the results
returned by the framework.

Table 1: Shows the efficiency of algorithms according to number of records used

No. of Patterns/Inputs Prediction quality

1 million 78 %

2 million 85 %

3 million 92 %

More 95.5 %

widal - | tiredness - tr - | pressure - sugar - | colastrol -

2 2 102 0 33
3 4 100 0 158
4 3 101
1 2 102 0 168 43
3 4 100 0 156
4 1 101 320
2 2 102 0 21
3 4 100 0 158
4 3 101 35
1 2 102 0 168
3 4 100 0 156 25
4 1 101 320
2 2 102 o 45
3 4 100 0 158

Figure 2: Shows the data set used for prediction.

Multi Agent Based Disease Prediction Using (JADE)
SPECIFY SYMPTOMS VALUES

Widal 123
Tirednes 12
Temperature 102|

Blood Pressure 0

Sugar 0
Collastrol 0
HP count 0

Figure 3: Shows the web interface for input
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Figure 3. Shows a part of web interface intput and the remaining parameters has shown in the following Figure

Puzz Cell Count
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Figure 4: Shows the web input interface

Resultant Disease Probability Values

Disease Probability

typoid 1.0

fever 0.0

uti 0.0

tubor 0.0

diaria 0.0

sugar 0.0

BP [[on |

Figure 5: Shows the result of generated probability values
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Figure 6: Graph shows the efficiency of algorithm

V. CONCLUSION
The proposed algorithm generates very good results. Here, 5 million records are used from 50 remote
locations. This algorithm works faster even though more locations and containers and agents due to the reason
why the main container maintains the meta data about the data exists in other locations, so that it moves only to
particular locations where more data is relevant. This solution reduces the time and increases the efficiency of
predicting disease.
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Abstract
In this paper, the Advanced RISC Machine 9 (ARM9) based software of ARM developer suite
(ADS) is utilized to control speed of DC motor. The educational kit of DMA 2440 is used to demonstrate
the theoretical and experimental performances. The development procedure of ADS will be illustrated at
first then an example of DC motor speed control is verified. The experimental result reveals that good
DC motor speed control performance is possessed in this paper.

Keywords: ARM, DC motor, Speed control, ARM developer suite (ADS)

l. INTRODUCTION
Non-operation system (NOS) is easy to be implemented. Many industrial researches are developed
which are based on central processing unit (CPU) of Advanced RISC Machine (ARM). For example, the
research of face recognition technology based on ARM9 and Linux operating system can be found in [1]. The
method of designing the control of an energy-efficient, knee-less, essentially planar, four-legged bipedal robot
system based on ARM9 has been developed in [2].

In this paper, the ARM9 based Samsung S3C2440A CPU [3], ARM developer suite (ADS) [4] and
educational development kit of DMA 2440 manufactured by DMATEK Ltd, Taiwan [5] are used to do
experimental and educational DC motor control. The experimental results reveal that the good performances of
DC motor speed control are possessed.

Il.  THE ARM DEVELOPER SUITE (ADS)

The ARM developer suite (ADS) is developed and is an integrated development environment (IDE)
supported to us to compile a C program such as to achieve an optimized machine code of ARM target.The ADS
is based on Metrowerks CodeWarrior IDE version 4.2. It has been tailored to support the ADS tool-chain. It
includes ARM-specific configuration panels that enable us to configure the ARM development tools from the
ADS IDE; and ARM-targeted project stationery that enables us to create basic ARM and Thumb projects from
the ADS IDE. Although most of the ARM tool-chain is tightly integrated with the ADS IDE, there are a number
of areas of functionality that are not implemented by the ARM version of the ADS IDE. In most cases, these are
related to debugging, because the ARM debuggers are provided separately [4]. The diagram of ADS project
window is shown in Fig. 1. The Editor window for C program of this paper is shown in Fig. 2. The Compile
window for C program of this paper is shown in Fig. 3.

DC.mcp =5 O =5
| # DetugRel bin B e B g e
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- File Code | Dats |4 Y
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BB 2440slib h 0 [
ER deth 0 0 -
Bl optionh o o =

3 B Mainc 0 0 =« =i

@ @l 2440inits 0 0« =

w B 2440lb.c i 0«

@ @R 2440slibs n 0« =

3 B Test DC_Motorc 0 0« =

10 files a a =

Fig. 1 The ADS project window diagram for DC motor control
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U16 HiRatio = 50; =
Uart_Printf{ "DC motor controlZ Press +/- to adujust the speed\n” );
Set PWMB3(HiRatio);

while(1)
{
U8 key;

key = Uart_GetKey();

if{ key = "+')

HiRatio -+= (HiRatio<95)?5:(100-HiRatio);
if{ key =="-")

HiRatio -= (HiRatio>=5)?5:HiRatio;

if{ key == ESC_KEY ) break ;
Set PWM3(HiRatio):

Uart_Printf{"HiRatio%d'n",HiRatio);
H

Uart_Printf{ "DC Motor test end\n" ) ;
TTCON = 1TCON & (~(0xf<<16)) : // clear manual update bit, stop Timer3

TGPBCON &= ~(3<<6);
rGPBCON |= 1<<6;  /foutput 0
IGPBDAT &= ~(1<<3);

}

Line 22 Col20 | |« v [

Fig. 2 The Editor window of C program for DC motor control
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Fig. 3 The Compile window of C program for DC motor control

I1l. EXPERIMENTAL RESULTS

The main specification of SAMSUNG S3C2440 CPU is using 16/32 bit ARM920T RISC core CPU
technology designed by Advanced RISC Machines (ARM). It can reach frequency of 400M Hz. It has core of
ARMO920T with 0.13um CMOS standard cells and a memory complier. It possesses advantages of lower power
consumption and easy design so it is particularly suitable for mobile applications of power saving and low cost.
Its new bus architecture is developed by a well known as Advanced Micro controller Bus Architecture (AMBA).
The S3C2440A CPU implements MMU, AMBA BUS, and Harvard cache architecture with separate 16KB
instruction and 16KB data caches, each with an 8-word line length [4]. Photo of DMA 2440 educational kit [5]
is shown in Fig. 4. It provides a DC motor interface to support DC motor applications. The PC control panel
diagram is shown in Fig. 5. This panel can control the speed of DC motor.

In this paper, the DC motor is controlled by keyboard of personal computer (PC) and the digital vales
of control will be shown in control panel. The digital values of low speed control for DC motor shown in PC
screen and the DC motor photo are shown in Fig. 6. The digital values of high speed control for DC motor
shown in PC screen and the DC motor photo are shown in Fig. 7. From the experimental results, good
performances of DC motor speed control are possessed in this paper.
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Fig. 5 The Diagram of PC control panel for DMA 2440
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Fig. 6 (a) The low speed diagram of PC control panel
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Fig. 6 (b) The low speed photo of DC motor
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Fig. 7 (a) The high speed diagram of PC control panel

Fig. 7 (b) The high speed photo of DC motor

IV. CONCLUSION
In this paper, the ARM developer suite (ADS) have been installed successfully to develop DC motor
control applications. This is verified by the ARM9 based DMA 2440 kit. The development of DC motor control
applications can be used to develop other different industrial applications. The experimental results demonstrate
that good performances of DC motor control are possessed in this paper.
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Abstract:

Compression is useful to reduce the size of data . There are different compression algorithms
which are available in different formats.Data compressions are generally lossless and lossy data
compression. In this paper, we study different methods of lossless data compression algorithms like-
Shanon-Fano coding, Huffman Encoding, Run-Length Encoding (RLE), Lempel-Ziv-Welch (LZW).

Keywords: Data compression, Huffman Coding, Lempel-Ziv, Lossless Compression, Lossy
Compression, Shanon-fano coding.

l. INTRODUCTION

Compression is the reduction in size of data by converting it to a format that requires fewer bits. Most
often compression is used to minimize storage space (on a hard drive, for example) or for reducing transmitted
data over a network. In other words, Compression is the art of representing the information in a compact form
rather than its original run compressed form. In other words, using the data compression, the size of a particular
file can be reduced.[2] Data compression refers to reducing the amount of space needed to store data or reducing
the amount of time needed to transmit data. The size of data is reduced by removing the excessive Information.
Data compression can be lossless, only if it is possible to exactly reconstruct the original data from the
compressed version [4]. To compress something means that you have a piece of data and you decrease its size.
There are different data compression techniques who to do that and they all have their own advantages and
disadvantages. Examples of such source data are medical images, text and images Preserved for legal reason,
some computer executable files, etc. The general principle of data compression algorithms on text files is to
transform string of characters into a new string which contains the same information but with new length as
small as possible. The efficient data compression algorithm is chosen according to some scales like:
compression size, compression ratio, processing time or speed, and entropy. [1]

1.1. Lossless compression vs lossycompression:
Lossless compression: Reduces bits by identifying and eliminating statistical redundancy. no information is lost
in lossless compression. In these schemes before the compression after the compression data must be same.

1.2 Lossy compression:
Reduces bits by identifying marginally important information and removing it. In these schemes some
loss of information is acceptable depending upon the application [2].

Compression ratio=B1/B0*100%.

BO=no. of bits before compression.
B1= no. of bits after compression

Il.  Lossless data Compression Algorithm:

Lossless data compression is the size reduction of a file, such that a decompression function can restore
the original file exactly with no loss of data. Lossless data compression is used ubiquitously in computing, from
saving space on your personal computer to sending data over the web, communicating over a secure shell, or
viewing a PNG or GIF image. The basic principle that lossless compression algorithms work on is that any non-
random file will contain duplicated information that can be condensed using statistical modeling techniques that
determine the probability of a character or phrase appearing. These statistical models can then be used to
generate codes for specific characters or phrases based on their probability of occurring, and assigning the
shortest codes to the most common data. Such techniques include Huffman coding , run-length encoding
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Lempel-ziv Algorithm,Shanon-fano coding and, . Using these techniques and others, an 8-bit character or a
string of such characters could be represented with just a few bits resulting in a large amount of redundant data
being removed.[8]

I1l.  SHANON-FANO CODING
In Shannon—Fano coding, the procedure is done by a more frequently occurring string which is encoded
by a shorter encoding vector and a less frequently occurring string is encoded by longer encoding vector.
Shannon-Fano coding. Relied on the occurrence of each character or symbol with their frequencies in a list and
is also called as a variable length coding. The Shannon-Fano Algorithm This is a basic information theoretic
algorithm [3].

V. RUN-LENGTH ENCODING (RLE)

Run Length Encoding (RLE) is a simpleand popular data compression algorithm. It is based on the idea
to replace a long sequence of the same symbol by a shorter sequence and is a good introduction into the data
compression field for newcomers.RLE requires only a small amount of hardware and software resources.
Therefore RLE was introduced very early and a large range of derivates have been developed up to now. Run-
length encoding is a data compression algorithm that is supported by most bitmap file formats, such as TIFF,
BMP, and PCX]2].

V.  Huffman Coding

Huffman Encoding Algorithms use the probability distribution of the alphabet of the source to develop
the code words for symbols. The frequency distribution of all the characters of the source is calculated in order
to calculate the probability distribution. According to the probabilities, the code words are assigned. Shorter
code words for higher probabilities and longer code words for smaller probabilities are assigned. For this task a
binary tree is created using the symbols as leaves according to their probabilities and paths of those are taken as
the code words. Two families of Huffman Encoding have been proposed: Static Huffman Algorithms and
Adaptive Huffman Algorithms. Static Huffman Algorithms calculate the frequencies first and then generate
common tree for both the compression and decompression processes . Details of this tree should be saved or
transferred with the compressed file. The Adaptive Huffman algorithms develop the tree while calculating the
frequencies and there will be two trees in both the processes. In this approach, a tree is generated with the flag
symbol in the beginning and is updated as the next symbol is read[1].

VI. LEMPEL-ZIV ALGORITHM:

Data compression up until the late 1970°s mainly directed towards creating better methodologies for
Huffman coding. An innovative, radically different method was introduced in1977 by Abraham Lempel and
Jacob Ziv. This technique (called Lempel-Ziv) actually consists of two considerably different algorithms, LZ77
and LZ78[7].

Due to patents, LZ77 and LZ78 led to many variants:

LZ77 Variants LZR LZSS LZB LZH

LZ78 Variants LZW LzC LZT LZMW LZ] LZFG

6.1 LZ77 Sliding Window Algorithms

Published in 1977, LZ77 is the algorithm that started it all. It introduced the concept of a 'sliding
window' for the first time which brought about significant improvements in compression ratio over more
primitive algorithms. LZ77 maintains a dictionary using triples representing offset, run length, and a deviating
character. The offset is how far from the start of the file a given phrase starts at, and the run length is how many
characters past the offset are part of the phrase. The deviating character is just an indication that a new phrase
was found, and that phrase is equal to the phrase from offset to offset+length plus the deviating character. The
dictionary used changes dynamically based on the sliding window as the file is parsed. For example, the sliding
window could be 64MB which means that the dictionary will contain entries for the past 64MB of the input
data[7].Given an input "abbadabba" the output would look something like "abb(0,1,'d")(0,3,a)" as in the
example below:
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Symbol Output

a a

b b

b b

: ©,1,'d)
d

a

b ©,3,)
b

a

While this substitution is slightly larger than the input, it generally achieves a considerably smaller result given
longer input data.
6.2LZR
LZR is a modification of LZ77 invented by Michael Rodeh in 1981. The algorithm aims to be a linear
time alternative to LZ77. However, the encoded pointers can point to any offset in the file which means
LZR consumes a considerable amount of memory. Combined with its poor compression ratio (LZ77 is often
superior) it is an unfeasible variant[7].

6.3 LZSS

The LZSS, or Lempel-Ziv-Storer-Szymanski algorithm was first published in 1982 by James Storer
and Thomas Szymanski. LZSS improves on LZ77 in that it can detect whether a substitution will decrease the
filesize or not. If no size reduction will be achieved, the input is left as a literal in the output. Otherwise, the
section of the input is replaced with an (offset, length) pair where the offset is how many bytes from the start of
the input and the length is how many characters to read from that position .Another improvement over LZ77
comes from the elimination of the "next character" and uses just an offset-length pair[7]. Here is a brief example
given the input " these theses" which yields " these(0,6)s" which saves just one byte, but saves considerably
more on larger inputs.

Index 0 1 2 |3 |4 5 6 |7 8 9 |10 11 12
Symbol t h e S e t h e S e S
Substituted t h e S e ( 0 , 6 ) S

LZSS is still used in many popular archive formats, the best known of which is RAR. It is also sometimes used
for network data compression.

6.4 LZH

LZH was developed in 1987 and it stands for "Lempel-Ziv Huffman." It is a variant of LZSS that
utilizes Huffman coding to compress the pointers, resulting in slightly better compression. However, the
improvements gained using Huffman coding are negligible and the compression is not worth the performance
hit of using Huffman codes[7].

6.5LZB

LZB was also developed in 1987 by Timothy Bell et al as a variant of LZSS. Like LZH, LZB also aims
to reduce the compressed file size by encoding the LZSS pointers more efficiently. The way it does this is by
gradually increasing the size of the pointers as the sliding window grows larger. It can achieve higher
compression than LZSS and LZH, but it is still rather slow compared to LZSS due to the extra encoding step for
the pointers[7].

6.6 LZ78 Dictionary Algorithms:

LZ78 was created by Lempel and Ziv in 1978, hence the abbreviation. Rather than using a sliding
window to generate the dictionary, the input data is either preprocessed to generate a dictionary wiith infinite
scope of the input, or the dictionary is formed as the file is parsed. LZ78 employs the latter tactic. The dictionary
size is usually limited to a few megabytes, or all codes up to a certain numbers of bytes such as 8; this is done to
reduce memory requirements. How the algorithm handles the dictionary being full is what sets most LZ78 type
algorithms apart. While parsing the file, the LZ78 algorithm adds each newly encountered character or string of
characters to the dictionary. For each synbol in the input, a dictionary entry in the form (dictionary index,
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unknown symbol) is generated; if a symbol is already in the dictionary then the dictionary will be searched for
substrings of the current symbol and the symbols following it. The index of the longest substring match is used
for the dictionary index. The data pointed to by the dictionary index is added to the last character of the
unknown substring. If the current symbol is unknown, then the dictionary index is set to O to indicate that it is a
single character entry. The entries form a linked-list type data structure.

An input such as "abbadabbaabaad" would generate the output *(0,a)(0,b)(2,2)(0,d)(1,b)(3,a)(6,d)". You can see
how this was derived in the following example:

Input: - b ba d ab baa  |baad

Dictionary Index 0 1 2 3 4 5 6 7
Output NULL  |(0,a) ((O,b) |(2,8 ((0d) |1b) |(Ba) |(6,d)
6.7 LZW

LZW is the Lempel-Ziv-Welch algorithm created in 1984 by Terry Welch. It is the most commonly
used derivative of the LZ78 family, despite being heavily patent-encumbered. LZW improves on LZ78 in a
similar way to LZSS; it removes redundant characters in the output and makes the output entirely out of
pointers. It also includes every character in the dictionary before starting compression, and employs other tricks
to improve compression such as encoding the last character of every new phrase as the first character of the next
phrase. LZW is commonly found in the Graphics Interchange Format, as well as in the early specificiations of
the ZIP format and other specialized applications. LZW is very fast, but achieves poor compression compared to
most newer algorithms and some algorithms are both faster and achieve better compression.

6.8LzC

LZC, or Lempel-Ziv Compress is a slight modification to the LZW algorithm used in the UNIX
compress utility. The main difference between LZC and LZW is that LZC monitors the compression ratio of the
output. Once the ratio crosses a certain threshold, the dictionary is discarded and rebuilt.

6.9LZT

Lempel-Ziv Tischer is a modification of LZC that, when the dictionary is full, deletes the least recently
used phrase and replaces it with a new entry. There are some other incremental improvements, but neither
LZC nor LZT is commonly used today.

6.10 LZMW

Invented in 1984 by Victor Miller and Mark Wegman, the LZMW algorithm is quite similar to LZT in
that it employs the least recently used phrase substitution strategy. However, rather than joining together similar
entries in the dictionary, LZMW joins together the last two phrases encoded and stores the result as a new entry.
As a result, the size of the dictionary can expand quite rapidly and LRUs must be discarded more frequently.
LZMW generally achieves better compression than LZT, however it is yet another algorithm that does not see
much modern use.

6.11 LZAP

LZAP was created in 1988 by James Storer as a modification to the LZMW algorithm. The AP stands
for "all prefixes" in that rather than storing a single phrase in the dictionary each iteration, the dictionary stores
every permutation[7].

6.12 LZWL

LZWL is a modification to the LZW algorithm created in 2006 that works with syllables rather than
than single characters. LZWL is designed to work better with certain datasets with many commonly occuring
syllables such as XML data. This type of algorithm is usually used with a preprocessor that decomposes the
input data into syllables [8].
6.13 LZJ

Matti Jakobsson published the LZJ algorithm in 1985 and it is one of the only LZ78 algorithms that
deviates from LZW. The algorithm works by storing every unique string in the already processed input up to an
arbitrary maximum length in the dictionary and assigning codes to each. When the dictionary is full, all entries
that occurred only once are removed|[8].
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VIL. LEMPEL-ZIV-WELCH (LZW)

LZW is a universal lossless data compression algorithm [10] created by Abraham Lempel, Jacob
Ziv,and Terry Welch. It was published by Welch in 1984 as an improved implementation of the LZ78 algorithm
published by Lempel and Ziv in 1978. The algorithm is simple to implement, and has the potential for very high
throughput in hardware implementations LZW is referred to as a dictionary-based encoding algorithm. The
algorithm builds a data dictionary (also called a translation table or string table) of data occurring in an
uncompressed data stream. Patterns of data (substrings) are identified in the data stream and are matched to
entries in the dictionary. If the substring is not present in the dictionary, a code phrase is created based on the
data content of the substring, and it is stored in the dictionary. The phrase is then written to the compressed
output stream[2].

VIIl.  CONCLUSION
Lossless Data Compression Algorithms are help to compress a huge amount of data as to carry from
one place to another or a in a storage format. Compression techniques are improved the efficiency compression
on text data. Lempel-Ziv Algorithm is best of these Algorithms.
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Abstract

High concentrations of fluoride in drinking water had caused widespread fluorosis. A simple,
precise, rapid and reliable technique has been developed for removal of fluoride in drinking water.
The innovative technique employs activated alumina for defluoridation of drinking water. Alumina is
inert in nature, hence it is safe to use and handle. The innovation in regeneration of alumina makes the
technique cost effective. The reliability of the newly developed technique has been established by
analyzing spiked water samples of high concentrations of fluoride (upto 50 ppm) and levels of fluoride
has been brought down to less than 1 ppm. The method is superior to currently employed techniques
and is recommended to the laboratories where a huge volume of water is to be defluoridated.

Key words: Fluoride, Fluorosis, Water pollution, Activated alumina, Regenerative technique.

l. INTORDUCTION

High fluoride levels in drinking water has become a critical health hazard of this century as it induces
intense impact on human health including skeletal and dental fluorosis. Fluoride in minute quantity is an
essential component of normal mineralization of bones and formation of dental enamel [1]. However, its
excessive intake may result in slow, progressive crippling scourge known as fluorosis. The world health
organization (WHO) had recommended values of fluoride in drinking water: 0.1 to 0.5 ppm [2]. There is a
minor aberration from this standard as U.S. standard recommends that the fluoride content in drinking water
should be between 0.6 and 0.9 ppm. The bureau of Indian standard which is the main regulatory agency for
drinking water in India specify that the maximum desirable limit of fluoride in drinking water is 0.5 ppm but in
absence of alternatives, the maximum permissible limit is 1.5 ppm [3]. The fluorosis is caused by oral intake of
fluoride when drinking water contains more than the permitted concentration of fluoride. Fluorosis may be life
threatening in particular fluoride affected area if proper defluoridation techniques are not employed to curtail the
levels of fluoride in drinking water. In India, endemic fluorosis effects more than one million population and is a
major problem in 17 of the 25 states. The most affected states in India are Rajasthan, Andhra Pradesh, Orissa,
Gujarat, Madhya Pradesh and Chhattisgarh states [4]. Similar health problems due to high fluoride content in
ground water have also been reported worldwide and it is estimated that around 260 million people are
adversely affected in 30 countries of the world especially from China, Sri Lanka, Spain, Holland, Italy, Maxico
and North and South American Countries5.

1. HEALTH AFFECTS

Fluoride in drinking water is beneficial at low concentrations, but presents health concerns at higher
concentrations [19]. There are many sources of fluoride in the diet. Dentists apply fluoride to teeth; some
municipal water systems add fluoride to the water supply; and some toothpastes have fluoride as an additive;
and some foods also have elevated fluoride such as fish and tea. The Centers for Disease Control (CDC) have
recommended 1.0 to 1.2 milligrams per liter (mg/L) as the optimum beneficial concentration of fluoride in
drinking water for dental protection in state of New Hampshire. At higher concentration however, there are
health concerns. The US EPA has developed standards that limit the presence of fluoride in public drinking
water supplies. These health standards are called maximum contaminant levels (MCLs). In addition, there are
non-health related standards (that relate to aesthetics) called secondary maximum contaminant levels (SMCLS)
which pertain to fluoride. These important ranges of fluoride in drinking water are explained below.

2.1 Fluoride concentration of approximately 1.1 mg/L
Fluoride has been shown to reduce tooth decay in children if they receive an adequate level. The
optimal concentration, as recommended by CDC for New Hampshire, is approximately 1.1 mg/L. (1.1 mg/L is
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the same as saying 1.1 parts per million parts (ppm)). Below 0.5 mg/L there is little tooth decay protection.
Above 1.5 mg/L, there is little additional tooth decay benefit.

2.3 Fluoride concentration over 2.0 mg/L

In the range of 2.0-4.0 mg/L of fluoride, staining of tooth enamel is possible. EPA categorizes staining
as an aesthetic concern, and thus only requires that customers of public water systems be notified of the elevated
fluoride level. EPA does not require fluoride removal when the concentration exceeds 2.0 mg/L but is less than
4.0 mg/L. Approximately 5% of New Hampshire bedrock wells have fluoride that exceeds 2.0 mg/L.

2.4 Fluoride concentration over 4.0 mg/L

At concentrations above 4.0 mg/L, studies have shown the possibility of skeletal fluorosis as well as
the staining of teeth. In its most severe form, skeletal fluorosis is characterized by irregular bone deposits that
may cause arthritis and crippling when occurring at joints. EPA recognizes skeletal fluorosis as a health
concern, and thus requires that public water systems not only notify their customers, but also treat the water to
lower the fluoride concentration. Less than 1% of New Hampshire bedrock wells have fluoride that exceeds 4.0
mg/L of fluoride. Specific health questions concerning fluoride's effects should be directed to a physician or
dentist. For general health information concerning fluoride, please call the Environmental Health Risk
Assessment Bureau of the New Hampshire Division of Public Health Services at 271- 4608.

1. FACTORS AFFECTING FLUOROSIS

The severity of fluorosis is influenced by concentration of fluoride in water and period of its usage.
Nutritional status and physical strain also play vital role in deciding total effects of fluoride pollution. A diet
poor in calcium, for example, increases the body’s retention capacity of fluoride6. Environmental factors
include annual mean temperature, humidity, rainfall, tropical climate, duration of exposure etc. Besides, other
factors such as pH in terms of alkalinity, age, calcium in diet, fresh fruits and vitamin-C reduces fluoride
toxicity. Whereas, trace elements like molybdenum enhances the fluoride toxicity. Defluoridation of drinking
water is the only pragmatic approach to solve the fluoride pollution problem as the use of alternate water
sources and improvement of nutritional status of population at risk have their own limitations and are expensive
affairs [7]. Generally, methods reported in literature are based on adsorption, ion exchange, precipitation and
miscellaneous. All these methods, their principle of operation, advantages, disadvantages, limitations and
applications have been critically reviewed [8,9]. Adsorption techniques are advantageous for defluoridation as
the processes are capable of removing fluoride up to 90% and are cost effective [10-12]. However, these
processes are highly dependent on pH and efficient at narrow pH range (pH between 5 and 6). High
concentration of total dissolved solids (TDS) may pose fouling problems and also presence of sulfate, phosphate
and carbonate results in ionic competition impairing the efficiency of the fluoride removal system. lon exchange
resins technology is advantageous as it retains the taste and colour of the treated water intact and is capable of
removing 90 — 95% of fluoridel3. Regeneration of resins generally pose problem as it leads to fluoride rich
waste, which necessitates separate treatment before final disposal. The Nalgonda technique, which is a well
established process and has been adopted in India and Tanzanial [4, 15]. The method comprises of addition, in
sequence, of sodium aluminate or lime, bleaching powder and alum to the water samples, followed by
flocculation, sedimentation and filtration. The technique can be used both for domestic as well as for community
water supplies [7]. However, the process is not automatic. It requires a regular attendant for addition of
chemicals and look after the treatment process. Requirement of large space for drying of sludge and
maintenance cost are the other notable limitations. Bone, bone char and synthetic bone materials have shown
good efficiency for curtailment of fluoride in water samples [16, 17]. However, high costs, non-acceptability on
moral and ethical grounds are the notable limitations.

V. METHODS TO REDUCE FLUORIDE IN YOUR WATER SUPPLY
Commonly used domestic defluoridation processes various defluoridation methods are used for
removal of fluoride from drinking water. These exiting methods for defluoridation of drinking water is
expensive, slow, in efficient, unhygienic and highly technical.

[1] Nalgonda technique (Flocculation and Sedimentation)
[2] Activated alumina process (Adsorption)

[3] KRASS Process

[4] Other processes (Bio-remedial, lon exchange, R.O. etc.)
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4.1 New defluoridation method by- green chemical approach

A comparative study of degree of toxicity of NaF, NaSiF6, CaF2, CaSiF6, MgF2, ZnF2, AIF3 and
CuF2 showed that calcium and aluminum fluoride are less toxic than other fluoride3. Therefore, in present paper
authors used aluminum oxalate as defluoridation agents in soil pots and developed a new defluoridation method.
The following investigations were conducted to find out the fluoride minimizing capacity of aluminum oxalate
in the water samples kept in the soil pots.

4.2 Determination of different physical and chemical parameters of water samples
The pH, TDS and Al ion concentration were determined by the standard procedures. Result of these
parameters shows that the values of all parameters in water samples are in their desirable limits.

4.3 Preparation of soil pots
Four soil pots (A, B, C and D) were prepared after incorporation of aluminum oxalate (2 g.,49.,69
and 8 g.) in 500 g. of soil respectively as shown in flow chart given below2,5-7.

4.4 Determination of fluoride concentration

Fluoride concentration of untreated sample and the treated fluoride water samples was determined as
per the standard procedure by ion selective method by Orion 720+ after time interval of 3, 24, 48 and 72 hours.
Results are given in Fig. 1.

Proposed defluoridated
Soil Pots

Fig. 1: Proposed soil pots

Investigation pertaining to the effect of increasing of aluminum oxalate in the soil pot on the fluoride
concentration in Fig. 2 shows that the fluoride concentration of water sample (10 mg/L fluoride) decreases in the
all soil pots with increasing amounts of aluminum oxalate at contact time periods. It is noticed that soil pot No-1
(having 2 g C6AI2012), decreases the fluoride concentration of the water sample about 20% but in case of soil
pot No. 3 (having 6 g C6AI2012), the concentration of fluoride decreases about 70% at time interval 72 hours.
This can be explained on the basis of surface chemistry. It is a general phenomena of surface chemistry that
more the surface area of adsorbent more the adsorbate are adsorbed on the surface of adsorbent to form a
unimolecular layer (Langmuir isotherm limitation) of adsorbent during chemsorption process. Result shows that
a certain amount of aluminum oxalate reduces the fluoride concentration in the water sample.

=

£ BA{2 gm)

= ma{agm)
acis gm)
Oo{&gm)

Fig. 2: Concentration of fluoride ions in different soil pots
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The removal of fluoride from water sample (10 mg/L) is expected due to the formation of
polyhydroxide aluminum complex (e.g. [AI(H20)3(OH)3] [Al(H20)2(0OH)4] etc.) with fluoride and adsorption
of fluoride on polymeric aluminum oxalate. The linear Langmuir plots between Ce/x and Ce are shown in the
Fig. 3-6. The linear Freundlich isotherm models are shown in the Fig. 7-10 by plotting log x/log Ce. The
constant values of the both isotherms for each soil pot are given in the Table 1. It is observed from the curves
and the correlation coefficient data that the fluoride adsorption follows neither Langmuir isotherm nor
Freundlich isotherm in a perfect way. However, it follows Langmuir isotherm in a better way. The value of n is
always less then unity, which indicates that, none of the soil pots have completely energetically homogeneous
surface. This can be explained that all the four soil pots are associated with certain amounts of aluminum oxalate
at certain specific sites having different activation energy. The adsorption involves attractive electrostatic
interaction between the negative sites created by the ionization of the sodium fluoride and the positively charged
Al3 cations.

Figure: 3 Linear Langmuir plot for soil pot no A
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Figure: 6 Linear Langmuir plot for soil pot no D
A
7\
7 N
7 N\
< 7 N
= - ~
8 ——ﬁ/ \\
e N ——8gm
\
Y
8.540 8.690 Ce 9.330 6.950

.ijceronline.com i Page 131




Removal Of Fluoride lon From Aqueous...

Figure: 7 Linear Freundlich plot for soil pot no A
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Table 1: Langmuir and Freundlich equation constants for adsorption of fluoride ions on different soil

pots.

Soil Pots No. C6AI2012 in Langmuir equation constants Freundlich equation constants

soil pots xm (mg/g) k N kf

(9/500 g soil)
1 29 0.487075 -0.17016 -3.82577 3.736795
2 49 0.46465 -0.16922 -4.07778 3.954843
3 6g 1.807318 -0.36847 -1.5051 1.736619
4 8g 0.203617 -0.13747 -6.16173 5.881287
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V. CONCLUSION

Activated alumina after pretreatment with aluminium sulphate has given promising results for removal
of fluoride from drinking water. An adsorption capacity of regenerated activated alumina was found to be 4.06
g/Kg at pH 7. It has been observed that the adsorption capacity of activated alumina is strongly dependant on the
flow rate, inlet fluoride ion concentration and bed length and the fluoride removal is greater under condition of
high contact time and lower concentration of fluoride. The regeneration of activated alumina bed was
investigated and results revealed excellent performance of regenerated activated alumina for removal of fluoride
in drinking water. This innovation of regeneration makes the system economical on one hand and also avoids
the logistic requirement of changing the adsorbent after every cycle of saturation on the other hand. Hence,
activated alumina sorbent clearly seems to be viable option for defluoridation methods due to its significant
specific sorption.

[1] Adsorption isotherm of fluoride ions follows the mixed model of the Langmuir and Freundlich isotherm.
The adsorption does not depend on the BET surface area of the pots and takes place on certain specific
site.

[2] Aluminum oxalate can be used as defluoridating agent in soil pots without effecting the
environment as a Green Chemical Approach.
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Abstract:

We present an extensive investigation of physico-chemical parameters of water samples of
Ganga River at Kanpur. Water samples under investigations were collected from Jalsansthan
Benajhawar Kanpur sampling station during pre monsoon (April - May), monsoon (July - August)
and post monsoon (October - November) seasons in the year 2012. Correlation coefficients were
calculated between different pairs of parameters to identify the highly correlated and interrelated
water quality parameters and t-test was applied for checking significance. The observed values of
different physico-chemical parameters like pH, temperature, turbidity , total hardness(TH) , Iron ,
Chloride , total dissolved solids(TDS) , Ca2+, Mg+2 , SO4-2 , NO3-, F-1, total alkalinity (TA) ,
Oxygen consumption (OC), Suspended solids (SS) of samples were compared with standard values
recommended by world health organization (WHO). It is found that significant positive correlation
holds for TA with Cl-, Mg+2, Ca+2, TH, TDS, fluoride and OC. A significant negative correlation
was found between SS with chloride, Mg+2, TDS, fluoride and OC. All the physico - chemical
parameters for pre monsoon, monsoon and post monsoon seasons are within the highest desirable or
maximum permissible limit set by WHO except turbidity which was high while NO3- , CI-1 and F-
are less than the values prescribed by WHO.

Kevwords: Phvsico-chemical parameters. correlation. t-test.

l. INTRODUCTION

Water is the principal need of life on earth, and is an essential component for all forms of lives, from
micro-organism to man. The unplanned urbanization and industrialization (Singh et al*.2002) has resulted in
over use of environment (Petak®, 1980) in particular of water resource. A kind of crises situation has made
getting clean water a serious problem. It is a known fact that when pure water is polluted its normal functioning
and properties are affected. Ganges is a sacred river of India. The increased anthropogenic activities due to
industrialization have contributed to decline in water quality of Ganges. Several works have been reported on
water quality of river Ganges at Kanpur (Sinha et al®., 2000; Pandey and Pandey*, 19803 and Tare et al°., 2003)
and other parts of country (Pahwa, and Mehrotra, 1966). The authors studied river Ganges from Kanpur city,
west state UP, to Rajmahal city east state Jharkhand, covering total length of about 1090 kms. The maximum
turbidity (1100-2170 ppm) was observed in monsoon and minimum (less than100 ppm) during January to June.
The minimum value Ph of the river water ranged between 7.45 (minimum) observed during June to August and
8.30 (maximum) during January to May. A comprehensive study of physico-chemical properties of Ganga water
at Buxar (Unnao) UP (Sinha®, 1986), Narora and Kannauj, U.P (Khan et. Al® ,1984)6, in and around Haridwar
(Kaur and Joshi®, 2003) has also been reported. The seasonal analysis of Kanpur (Zafer and Sultana’®, 2007)8
water showed that extent of pollution varied in different seasons.

It is a fact that good water quality produces healthier humans than one with poor water quality. Ganga
River is life line of Kanpur and its water is used for domestic and agriculture purposes therefore, effective
maintenance of water quality is required through appropriate measurements. Physico-chemical and micro-
biological characteristics may describe the quality of water (Sinha*, 1986), therefore, an analysis on physico-
chemical parameters of Ganga water was made by many workers (Mehrotra®?, 1990; Sinha et.al'. 2000) regular
monitoring of all the parameters is very difficult and laborious task even if adequate manpower and laboratory
facilities are available. Therefore, statistical correlation technique has been used for comparison of physico-
chemical parameters.
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The present work deals with the study of 15 physico-chemical parameters like pH, temperature,
turbidity, TH, Fe, Cl-, TDS, Ca2+, SO4-2, NO3-, F-1, TA, Mg+2, OC, SS of Ganga river water in Kanpur.
The observed values of various physico-chemical parameters of water samples were compared with standard
values recommended by World Health Organization (WHO') and are given in Table-2. The objective is to
minimize the complexity and  dimensionality of large set of data. Systematic calculation of correlation
coefficient between physico-chemical parameters has been carried out and significant correlation has been
further verified by using t- test. (Bhandari and Nayal'*, 2008; Garg et.al*®, 1990; Sarkar et. Al'®. 2006)

1. EXPERIMENTAL

Water samples were collected from Jalsansthan Benajhawar Kanpur sampling station during pre
monsoon (April - May), monsoon (July - August) and post monsoon (October - November) phase in year 2012.
During sampling pH, temperature, and turbidity were determined using digital pH meter, thermometer and
turbidimeter respectively. F- And nitrate was estimated using colorimetric method. The laboratory analysis of
samples was done using standard methods (APHA'®,1998), titrimetric method was used for the determination of
total alkalinity and gravimetric method for total dissolved solid and total suspended solids Mohr’s argentometric
titration method was used for chloride (Vogel, 1978).Sulphate was estimated using turbidometric method.
(Vogel®, 1978)Where as Ca+2, Mg+2 and TH was determined by EDTA titrimetric method (Vogel, 1978).
Atomic absorption spectrophotometer was used for determination of Fe and Cr contents. All the chemical used
were of AR grade .Shows water quality parameters in Table 1.

Table-1: Water quality parameters and analytical methods used in analysis of water samples.

Parameter Analytical method
WT (°C) Mercury thermometer
Tu (NTU Turbidimeter[10b]
pH pH-meter
TA (CaCO3 mg/l) Titrimetric
Cl- (mg/l) Argentometric Method [10a](Silver nitrate method)
NO3 - (mg/l) Colorimetric method
TH (CaCO3 EDTA Titrimetric Method[10c]
mg/l)
Ca+2(mg/l) EDTA Titrimetric Method[10c]
Mg+2(mg/l) EDTA Titrimetric Method[10c]
TDS (mg/[) Gravimetric method
S04 Aplab turbidity meter[10b]
-2 (mg/l)
Cr (mg/l) Atomic absorption spectrophotometer
Fe (mg/l) Atomic absorption spectrophotometer
F - (mg/l) Colorimetric method
* WT: temperature; Tu: turbidity; TA: alkalinity; CI: chloride;NO3 -: nitrate; TH: total hardness; TDS
:Total dissolved Solids,

Table 2. The average values of physico- chemical parameters of Ganga River water at Kanpur. HDL.:
Highest Desirable Limit; MPL; Maximum Permissible Limit]

Experimental
NO. UNITS DRINKING WATER values
PARAMETERS WHO Standard (Range
HDL MPL
1 Temperature C [ 21-30
2 Turbidity NTU 5 10 18-471
3 pH value - 6.5t08.5 No relaxation | 8-3-8-8
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4 Total hardness |  mg/l 300 600 123-213
(as CaCO3)
> Iron mg/l 0.3 1.0 0.2-0.7
° Chlorides mg/l 250 1000 6.9-268
! Dissolved Solids mg/l 500 2000 255-501
8 Calcium mg/l 75 200 27.8-47.9
o Sulphate mg/! 200 200 51-90
w0 Nitrate mg/l 50 No relaxation | 01763
1 Fluoride mg/l 1.0 L5 0-0.39
12 Total Alkalinity mg/l 200 600 12.7-245
13 Magnesium mg/l 30 150 9.24-27.12
t Oxygen mg/! 3.0 No relaxation | 23772
Observed  from
KMnO4 at 370C
in 3 hrs.
15 Suspended mg/l 20 150 69-281
Solids

1. RESULTS AND DISCUSSION:

The observed pH value ranging from 8.3 to 8.8 show that the present water samples are slightly
alkaline in pre-monsoon season. These values are within maximum permissible limit prescribed by WHO
(www.lenntech.com/drinking-water-standards.htm.) Other parameters like turbidity (18 - 471 NTU), TH (123 -
213 mg/l), Fe contents ( 0.2 - 0.7 mg/l), Chloride ( 6.9- 26.8 mg/l), TDS ( 255 - 501 mg/l),The Ca2+( 27.8 —
47.9 mg/l, SO4-2 (51 — 90 mg/l ), NO3-(0-1.763 mg/l), F-1 ( 0-0.039 mg/I), TA (12.7 -245 mg/l) , Mg+2 (9.24-
27.24 mg/), OC ( 2.3-7.9 mg/l), SS ( 69 -281 mg/l) are found within the highest desirable or maximum
permissible limit set by WHO.(Trivedi and Goel®’., 1986 and Trivedi et al**., 2009) However, turbidity and Fe
contents are observed to be on higher side in all seasons and pre-monsoon and monsoon seasons respectively.

IV.  CONCLUSIONS

A large number of factors and geological conditions influence the correlations between different pairs
of physico - chemical parameters of water samples directly or indirectly. All the physico-chemical parameters of
Ganga river water at Kanpur for pre monsoon, monsoon and post monsoon for year 2012 are within the highest
desirable limit or maximum permissible limit prescribed by WHO except turbidity, Fe contents and pH which
recorded high values in all seasons, pre monsoon and monsoon season and pre monsoon season respectively .
From the results of present study we conclude that Ganga water of Kanpur is though fit for drinking purposes
yet it need treatment to minimize the contamination especially turbidity and Fe contents . To minimize the
contaminations of Ganga River water at Kanpur the values of correlation coefficients and their significance level
will help in selecting the proper experimental methods used for treatment of water. To create increasing
awareness among the people to maintain the Ganga river water at its highest quality and purity levels, the
present study may prove to be useful in achieving this goal.
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Abstract

Users within the organization’s perimeter perform various actions on this data and may be
exposed to sensitive information embodied within the data they access. In an effort to determine the
extent of damage to an organization that a user can cause using the information she has obtained, we
introduce the concept of misuseability Weight. To calculate the M-Score, A misuseability weight
measure, this calculates a score that represents the sensitivity level of the data exposed to the user and
by that predicts the ability of the user to maliciously exploit the data. By assigning a score that
represents the sensitivity level of the data that a user is exposed to, the misuseability weight can
determine the extent of damage to the organization if the data is misused. Using this information, the
organization can then take appropriate steps to prevent or minimize the damage.

Index Terms: Data leakage, data misuse, security measures, misuseability weight.

l. INTRODUCTION

Sensitive information such as customer or patient data and business secrets constitute the main assets of
an organization. Such information is essential for the organization’s employees, subcontractors, or partners to
perform their tasks. Conversely, limiting access to the information in the interests of preserving secrecy might
damage their ability to implement the actions that can best serve the organization. Thus, data leakage and data
misuse detection mechanisms are essential in identifying malicious insiders.The focus of this paper is on
mitigating leakage or misuse incidents of data stored in databases (i.e., tabulardata) by an insider having
legitimate privileges to access the data. There have been numerous attempts to deal with the malicious insider
scenario. The methods that have been devised are generally based on user behavioral profiles that define normal
user behavior and issue an alert whenever a user’s behavior significantly deviates from the normal profile. The
most common approach for representing user behavioral profiles is by analyzing the SQL statement submitted
by an application server to the database (as a result of user requests), and extracting various features from these
SQL statements. Another approach focuses on analyzing the actual data exposed to the user, i.e., theresult-sets.
However, none of the proposed methods consider the different sensitivity levels of the data to which an insider
is exposed. This factor has a great impact in estimating the damage that can be caused to an organization when
data is leaked or misused. Security-related data measures including k-Anonymity, I-Diversity, and (_, k)-
Anonymity is mainly used for privacy-preserving and is not relevant when the user has free access to the data.
Therefore, we present a new concept, Misuseability Weight, which assigns a sensitivity score to data sets,
thereby estimating the level of harm that might be inflicted upon the organization when the data is leaked. Four
optional usages of the misuseability weight are proposed.

[1] Applying anomaly detection by learning the normal behavior of an insider in terms of the sensitivity level
of the data she is usually exposed to.

[2] Improving the process of handling leakage incidents identified by other misuse detection systems by
enabling the security officer to focus on incidents involving more sensitive data.

[3] Implementing a Dynamic Misuseability-Based Access Control (DMBAC), designed to regulate user access
to sensitive data stored in relational databases;.

[4] Reducing the misuseability of the data.

1. MISUSEABILITY WEIGHT CONCEPTS
Data stored in an organization’s computers is extremely important and embodies the core of the
organization’s power. An organization undoubtedly wants to preserve and retain this power. On the other hand,
this data is necessary for daily work processes. Users within the organization’s perimeter (e.g., employees,
subcontractors, or partners) perform various actions on this data (e.g., query, report, and search) and may be
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exposed to sensitive information embodied within the data they access.In an effort to determine the extent of
damage to an organization that a user can cause using the information she has obtained, we introduce the
concept of Misuseability Weight. By assigning a score that represents the sensitivity level of the data that a user
is exposed to, the misuseability weight can determine the extent of damage to the organization if the data is
misused. Using this information, the organization can then take appropriate steps to prevent or minimize the
damage.

2.1 Dimensions of Misuseability

Assigning a misuseability weight to a given data set is strongly related to the way the data is presented
(e.g., tabular data, structured or free text) and is domain specific. Therefore, one measure of misuseability
weight cannot fit all types of data in every domain. In this section, we describe four general dimensions of
misuseability. These dimensions, which may have different levels of importance for various domains, can serve
as guidelines when defining a misuseability weight measure. While the first two dimensions are related to
entities (e.g., customers, patients, or projects) that appear in the data, the last two dimensions are related to the
information (or properties) that are exposed about these entities. The four dimensions are: Number of entities.
This is the data size with respect to the different entities that appear in the data. Having dataabout more entities
obviously increase the potential damage as a result of a misuse of this data. Anonymity level. While the number
of different entities in the data can increase the misuseability weight, the anonymity level of the data can
decrease it. The anonymity level is regarded as the effort that is required in order to fully identify a specific
entity in the data. Number of properties. Data can include a variety of details, or properties, on each entity (e.g.,
employee salary or patient disease). Since each additional property can increase the damage as a result of a
misuse, the number of different properties (i.e., amount of information on each entity) should affect the
misuseability weight. Values of properties. The property value of an entity can greatly affect the misuseability
level of the data. For example, a patient record with disease property equals to HIV should probably be more
sensitive than a record concerning patient with a simple flu. In the context of these four dimensions, we claim
that PPDP measures are only effective in a limited way through their capability of measuring the anonymity
level dimension of the data. These measures, however, lack any reference to the other important dimensions that
are necessary for weighting misuseability. For example, consider a table that shows employee names and
salaries. Even if we double all the salaries that appear in the table, there may not be any change in neither of
these measures’ scores, and therefore no reference to the values of properties dimension. As a result of this lack,
as well as others, we conclude that PPDP measures are not sufficiently expressive to serve as a misuseability
weight measure and that a new measure is needed. In the following section, we introduce our proposal for
addressing this need.

Fig. 1. An example of quasi-identifier and sensitive attributes.
* Quasi-identifier attributes
| FirstName | LastName [  sob | city | sex [ Areacode | Phonenumber |

Description: The group that the customer is associated with.
Optional values: Business; Private

Description: The average bill per month for the account.
Optional values: (any real number)

Account type
Description: The level of importance of the account.

Optional values: Gold; Silver; Bronze; White

Description: The time left until the current account contract is ended.
Optional values: (any positive integer)
Main usage
Description: The usage that the customer spends most of her payments on:

phone calls, SMS, data (like surfing the internet) or paid services
(buying ringtones, downloading music or movies etc.)
Optional values: Phonecalls; SMS; Data; Paid services

I1. THE M-SCORE MEASURE

To measure the misuseability weight, we propose a new algorithm—the M-score. This algorithm
considers and measures different aspects related to the misuseability of the data in order to indicate the true level
of damage that can result if an organization’s data falls into wrong hands. The M-score measure is tailored for
tabular data sets (e.g., result sets of relational database queries) and cannot be applied to no tabular data such as
intellectual property, business plans, etc. It is a domain independent measure that assigns a score, which
represents the misuseability weight of each table exposed to the user, by using a sensitivity score function
acquired from the domain expert.
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3.1 Formal Definition

In this section, we provide the formal definitions for the M-score. Without loss of generality, we
assume that only a single database exists. Nevertheless, the measure can be easily extended to cope with
multiple databases. The first definition discusses the building blocks of our measure— table and attributes.
Definition 1 (Table and Attribute). A table T(Ay;...,An) is a set of r records. Each record is a tuple of n values.
The value i of a record, is a value from a closed set of values defined by A, the i’s Attribute of T. Therefore, we
can define A; either as the name of the column i of T, or as a domain of values. We define three, nonintersecting
types of attributes: quasi-identifier attributes; sensitive attributes; and other attributes, which are of no
importance to our discussion. To exemplify the computation of the M-score, we use throughout this paper the
database structure of a cellular company as represented in Fig. 1.

Source and Published Tables

(A) THE SOURCE TABLE (B) THE PUBLISHED TABLE
Job City | Sex [Account|Average Job City| Sex |Account| Average
Type |Monthly Type | Monthly
Bill Bill
Lawyer NY | Female | Gold $350 Lawyer NY | Female | Gold $350
Gardener LA Male | White | $160 Lawyer | NY [ Female | Bronze | $600
Gardener LA | Female | Silver $200 Teacher | DC | Female | Silver $300
Lawyer NY | Female | Bronze | $600 Gardener | LA | Male | Bronze | $200
Teacher DC | Female | Silver | $300 Programmer | DC | Male | White $20
Gardener LA | Male | Bronze | $200 Teacher | DC | Female | White | $160
Teacher DC | Female | Gold $875
Programmer | DC | Male | White | $20
Teacher DC | Female | White | $160

Definition 2 (Quasi-Identifier Attributes). Quasi-identifier attributes are @ = (%1} € {4 Al gripytes

that can be linked, possibly using an external data source, to reveal a specific entity that the specific information

is about. In addition, any subset of the quasi-identifiers (consisting of one or more attributes of Q) is a quasi-
q = tirst Name; g = Last Name; g3 = Job; gy = City;

identifier itself. & = Sex:qs = Area Code; and gr = Phone Number.

Definition 3 (Sensitive Attributes). Sensitive attributes

5= { ' 'L} { FL: o fl’.'-} are attributes that are used to evaluate the risk derlved from exposing the
data. The sensmve attributes are mutually excluded from the quasi-identifier attributes (-¢- %5 1@ =) |n our
example; we have five different sensitive attributes—s1 = Customer Group to s; = Main Usage.
Definition 4 (Sensitivity Score Function). The sensitivity score function f: [0,1] assigns a sensitivity score to
each possible value x of S, according to the specific context ¢ 2 C in which the table was exposed. For each
record r, we denote the value x; of S;as Sj[x,]. The sensitivity score function should be defined by the data
owner (e.g., the organization) and it reflects the data owner’s perception of the data’s importance in different
contexts. When defining this function, the data owner might take into consideration factors such as privacy and
legislation, and assign a higher score to information that eventually can harm others (for example, customer data
that can be used for identity theft and might result in compensatory costs). In addition, the data owner should
define the exact context attributes.

3.2 Calculating the M- Score
The M-score incorporates three main factors.

[1] Quality of data—the importance of the information.

[2] Quantity of data—how much information is exposed.

[3] The Distinguishing Factor (DF)—given the quasiidentifiers, the amount of efforts required in order to
discover the specific entities that the table refers to. In order to demonstrate the process of calculating the M-
score, we use the example presented in Table 1. Table 1 a represents our source table (i.e., our “database”) while
Table 1b is a published table that was selected from the source table and for which we calculate the M- score. In
the following sections, we explain each step in the proposed measure calculation.

3.3 Calculating Raw Record Score

The calculation of the raw record score of record i ( or RRS;), is based on the sensitive attributes of
the table, their value in this record, and the table context. This score determines the quality factor of the final
M-score, using the sensitivity score function f, defined in Definition 4.
Definition 5 (Raw Record Score).

RRS. = min (l. > fle ‘a’_,-[r,]J)

SET
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Sj2T For a record i, RRS; will be the sum of all the sensitive values score in that record, with a
maximum of 1. When comparing two tables with different number of attributes, the table with the larger number
of sensitive attributes will tend to have a higher sensitivity value for each individual record. In order to be able
to compare the sensitivity of tables having different number of attributes, we need to eliminate this factor.
Therefore, we have set an upper bound on the RRS; by taking the minimum between 1 and the sum of sensitivity
scores of the sensitive attributes.

3.4 Calculating Record Distinguishing Factor

Using the distinguishing factor, the M-score incorporates the uniqueness of the quasi-identifier’s value
in the table when weighting its misuseability. The DF measures to what extent a quasi-identifier reveals the
specific entity it represents (e.g., a customer). It assigns a score in the range of [0,1], when the lower the score
is, the harder it is to distinguish one entity from another, given this quasi-identifier. In other words, the DF of
record indicates the effort a user will have to invest in order to find the exact entity she is looking for.

Usually, the DF is not easily acquired, and therefore we use the record distinguishing factor (D;) as an
approximation. The record distinguishing factor (D;) is a kanonymity-like measure, with a different reference
table from which to calculate k. While k-anonymity calculates, for each quasi-identifier, how many identical
values are in the published table, the distinguishing factor’s reference is “Yellow Pages.” This means that an
unknown data source, denoted by Ro, contains the same quasi-identifier attributes that exist in the organization’s
source table, denoted by R; (for example, Table 1a). In addition, the quasi-identifier values of R, are a subset of
the quasi-identifier values in RO, or more formally—quasi-identifierR1 quasi-identifier RO.

In the example presented in Table 1b, the distinguishing factor of the first record is equal to two (i.e., D; = 2)
since the tuple {Lawyer, NY, Female} appears twice in Table la. Similarly, D; =3, ({Teacher, DC, Female}
appears three times in Table 1a); D, = 2; and Ds =1. If there are no quasi-identifier attributes in the published
table, we define that for each record i, D;equals to the published table size.

As previously mentioned, the k-anonymity may suffer from the common sensitive attribute problem in
which an adversary may not be able to match a record with its true entity, but she can still know the sensitive
values. We opt to use the variation of the k-anonymity measure since it is well known and widely used in
various tasks and implementations. However, other PPDP measures such as I-Diversity and (, k)-Anonymity can
be used as well.

3.5 Calculating the Final Record Score (RS)
The Final Record Score uses the records’ RSS;and D;, in order to assign a final score to all records in
the table. Definition 6 (Final Record Score). Given a table with r records, RS is calculated as follows:
RS = llll_l_ftﬁ(}?ﬁ,) = max (RgS,)

1<i<r ;

For each record i, RS calculate the weighted sensitivity score RS; by dividing the Record’s Sensitivity Score
(RRS)) by its distinguishing factor (D ;). This ensures that as the record’s distinguishing factor increases (i.e., it
is harder to identify the record in the reference table) the weighted sensitivity score decreases. The RS of the
table is the maximal weighted sensitivity score.

3.6 Calculating the M-Score

Finally, the M-score measure of a table combines the sensitivity level of the records defined by RS and
the quantity factor (the number of records in the published table, denoted by r). In the final step of calculating
the M-score, we use a settable parameter x(x >1). This parameter sets the importance of the quantity factor
within the table’s final M-score. The higher we set x, the lower the effect of the quantity factor on the final M-
score.
Definition 7 (M-Score). Given a table with r records, the table’s M-score is calculated as follow:

; / RRS;
MSecore = r/* x RS = r'/* x 111@1_\:( i3] )

wax\ o
Where r is the number of records in the table, X is a given parameter and RS is the final Record Score presented
in Definition 6.The derived M-score value is not bounded. Thus, it is difficult to understand the meaning of the
derived value and in particular the level of threat that is reflected by the M- score value. Therefore, we propose
the following procedure for normalizing the M-score to the range [0,1]. Assume that T s
thepublishedtablewhichisderivedbyapplyingtheselection operator on the source table S, given a set of

conditions, and then the projection operator: £ = etz an(Teondition (5))- | gt T be the projection of ay,
a2,...,an.on the source table: T = larz....an(S)-
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The M-score of table T can be normalized by dividing the M-score of T by the M-score of T
NormM-Score(T) = M-Score(T')/ M-Score(T™).

V. EXTENDING THE M-SCORE
Until now, we were describing how the M-score can measure the misuseability weight of a single
publication, without considering the information the user already has; i.e., “prior knowledge.” Prior knowledge
can be: 1) previous publications (previous data tables the user was already exposed to); and 2) knowledge on the
definition of the publication (e.g., the user can see the WHERE clause of the SQL query). In this section, we
extend the M-score basic definition and address these issues.

4.1 Multiple Publications

A malicious insider can gain valuable information from accumulated publications by executing a series
of requests. The result of each request possibly revealing information about new entities, or enriching the details
of entities already known to her. Here, we focus on the case where the user can uniquely identify each entity
(e.g., customer) in the result-set, i.e., the distinguishing factor is equal to 1 (D;=1) Fig. 3 depicts nine optional
cases resulting from two fully identifiable sequential publications. Each

Entities

<=
Ca
=

overlapping

Case 7 Case 8 Case 9

Equal\Contained

Equal\Contained overlapping New Attributes

Fig. 3. Nine cases resulting from two fully identifiable publications.

Case is determined by the relation (equal, overlapping, or distinct) between the two publications with
respect to the publications’ sensitive attributes (marked in shades of green) and the exposed entities which are
the distinct identifier values (marked in red). For example, in Case 1 on Fig. 3, the publications share the same
schema ( i.e., include the same attributes in all tuples), but have no common entities; Case 6 presents two
publications that share some of the entities, but each publication holds different attributes on them.

Based on these nine possible cases, we introduce the Construct Publication Ensemble procedure. The
Construct Publication Ensemble procedure is recursive. For each new publication, the procedure first creates an
ensemble set X of all the previous publications that are within the time frame F. Then, the procedure checks
which case in Fig. 3 fits the current publications and acts according. Finally, on the resulting ensemble set is
returned

4.2 Multirelational Schema

In this section, we address the scenario of multirelational schema in which more than one table is
released. In particular, following Nergiz et al. [18], we assume that we are given a multirelational schema that
consists of a set of tables Ty;...T,,, and one main table PT, where each tuple corresponds to a single entity (for
example in Table 1 the main entity is the customer). The joined table JT is defined as

JI =PTeaTiva- T Note that the quasi-identifier set can span across various tables, namely the “quasi-
identifier set for a schema is the set of attributes in JT that can be used to externally link or identify a given tuple
in PT”. The various ingredients of the M-score can be calculated on an individually basis by using JT. For each
entity i in PT we calculate the RRS; by summing the scores of all sensitive values that appear in all her records
in JT after eliminating duplicate values (for example if there are two records in JT that correspond to the same
customer and each one of these records redundantly indicate that the customer is living in NY, then the sensitive
score for the city NY will be counted only once). The D; for an entity should be calculated by first calculating
the D; for each record in J. Then, the entity’s D is set to the minimum among all her records’ D;in JT. Finally,
the M-score is calculated.
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4.3 Knowledge on Request Definition

A user may have additional knowledge on the data she receives emanating from knowing the structure
of the request created this data, such as the request’s constraints. In such cases, the basic M-score does not
consider such knowledge. For example, a user might submit the following request:
“Select “Name” of customers with “Account type” %4 “Gold”. In this case, the user knows that all customers are
“gold” customers. However, since the result-set of this request will only include the names, the M-score cannot
correctly compute its misuseability weight. In order to extend the M-score to consider this type of prior
knowledge, RES(R) and COND(R) operators are defined.

V. CONCLUSIONS AND FUTURE WORK

We introduced a new concept of misuseability weight and discussed the importance of measuring the
sensitivity level of the data that an insider is exposed to. We defined four dimensions that a misuseability weight
measure must consider. To the best of our knowledge and based on the literature survey we conducted, there is
no previously proposed method for estimating the potential harm that might be caused by leaked or misused
data while considering important dimensions of the nature of the exposed data. Consequently, a new
misuseability measure, the M-score, was proposed. We extended the M-score basic definition to consider prior
knowledge the user might have and presented four applications using the extended definition. Finally, we
explored different approaches for efficiently acquiring the knowledge required for computing the M-score, and
showed that the M-score is both feasible and can fulfill its main goals.

Two important issues, which relate to the knowledge elicitation and representation, should be further
investigated: the temporal aspect of the M-score and the validity of the knowledge, acquired from the experts,
over time; and the knowledge acquisition that might be subjective and not consistent among different experts
which, in turn, may lead to an inaccurate sensitivity function.

In regards to the time factor, we assumed that the sensitivity level of an attribute’s value will change in
rare cases and especially the order of the values with respect to their sensitivity level. However, we are aware of
the need to validate and reacquire the knowledge from timeto-time, and although we showed in the experiments
that the knowledge can be acquired accurately with relatively minimal effort (in terms of experts time) using the
pairwise comparison approach, we plan to explore methods for incremental learning, or postlearning fine tuning
of the elicited sensitivity score function in future work.

With respect to the subjectivity of the elicited scoring function, our experiments indicate that the
methods used ensure that the acquired knowledge is not biased. In fact, we showed that using knowledge
acquired from one expert is sufficient in order to calculate sound M-scores for the entire domain. We plan to
further investigate this important issue and check the effect of combining knowledge from several experts (e.qg.,
ensemble of knowledge models) on the quality of the acquired knowledge and the accuracy of the M- score. In
addition, in some cases the value of customers can be calculated by using known knowledge on the customer (
e.g., how much she spends) and by predicting future revenue from the customer. In such cases, the sensitivity
level of sensitive attributes can be objectively obtained by using machine learning techniques; in particular by
fitting the sensitive parameter values to the customer value.
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Abstract
Our present work concentrates on the three dimensional fillet stress analysis of bevel gear
tooth using finite element method using APDL (Ansys Parametric Design Language). The stress
distribution of bevel gear at the root of the tooth is evaluated under various load conditions such as
uniformly varying load and a concentrated load at pitch point load. This paper also discusses load
distribution on the pitch line and the stress distributions at the root fillet.

Keywords:bevel gear; root fillet; finite element method.

l. INTRODUCTION

Gears are used to transmit the power from one shaft to another shaft. For bevel gear is used to transmit
the motion and power between to intersecting shaft and non-intersecting shaft. In recent years many approaches
have done for stress analysis in straight bevel gear. Nalluveettil and Muthuveerappan [1] evaluate the bending
stress of bevel gear by using FE method by changing pressure angle, torque, shaft angle, rim thickness and face
width in gear model. Ramamurti, Nayak, Vijayendra and Sujatha [2] using finite element method, studied the
three dimensional stress analysis of bevel gear teeth using cyclic symmetry concept.In this concept the
displacement of a tooth is computed for each Fourier harmonic component of the contact line load and its
reduced the computational effort. Nour, Djedid, Chevalier, Si-Chaib, Bouamrene [3] using FE method the
contact analysis of spiral bevel gear has is done to evaluate the stress at root fillet of gear tooth. Vijayarangan
and Ganesan [4] using three dimensional FE methods to analysis the behavior of composite bevel gear and it’s
compared to the carbon steel and they concluded that boron/epoxy composite material is very much thought of
as material for transmit the power. Faydor, Litvin and Alfonso Fuentes [5] is evaluate the stress analysis for
low-noise spiral bevel gear drives with adjusted bearing contact using FE method.

As, the stress value of gear is depends upon the parameters of the gear and loading conditions on it. In
our, work, the influence of stress at root of bevel gear under different loading conditions are discussed.

1. MODELING OF GEAR TOOTH

The bevel gear geometrical model is developed in finite element software package ANSYS through
APDL (ANSYS Parametric Design Language) program using analytical equations given by Buckingham [1].
The gear specifications considered for analysis in this work are given in Table 1. The sequence of operations
done to generate the geometrical model of the bevel gear is given in Fig. 1. 20 noded iso-parametric 3
dimensional element having 3 Degrees of freedom per node (solid 95) is used to descritize the geometric model.
In this model 54000 element are used for the present study. Single tooth is considered for finite element
analysis. The single tooth sector finite element model is shown in fig.2

Fig 1 Bevel gear tooth model
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I11. Bevel gear specification [4]
Table 1

S.NO | PARAMETERS VALUE

1 Pressure angle, o | 20°

2 Shaft angle, B 90

3 Module(mm) 4

4 Addendum(mm) | 5.38

5 Dedendum(mm) | 3.37

6 Rim 18.8
thickness(mm)

7 Number of teeth 24

8 Face width(mm) | 20

9 Cone 107.33
distance(mm)

10 Pitch radius 48
(mm)

11 Semi cone angle, | 26°.34°
)

12 Root fillet Trochoid

13 Material C45Steel

14 Poisson ratio 0.3

15 Young’s 2.01e5N/mm?
Modulus

Toe side 3

Fig 2 Meshed tooth model (Number of elements: 54000)

1. BOUNDARY CONDITIONS FOR APPLYING LOAD

The nodes at the inner radius of the rim are constrained in all directions and nodes in the side face of
rim are constrained in the direction perpendicular to the surface area. A study has been made for two different
loading conditions. They are uniform linear distributed load, and pitch point load at pitch point. The face width
of the bevel gear tooth has divided into 31 nodes for applying load and to evaluate.In our work, the total
resultant force for applying load in gear is 1651N from [4]. In bevel gear, resultant tooth force Fn is applied in
tangentially (torque producing), radially (separating), and axially (thrust) components to the pitch point of gear,
is designated Ft, Fr and Fa, respectively shown in figure-3.

Fig 3 Gear tooth forces

IV.  PITCH POINT LOAD
In this loading conditions Fn is resolved in to Ft, Fr and Fa and they are applied to the pitch point. The
pitch point load in bevel gear tooth shown in figure-4. The loads are calculated using the expressions,
Fn = Ft/cosa, Fr- F;tan a cosd, Fa = Ftan a sind

Where,

Ft = Tangential force
a = Pressure angle
& = Semi cone angle
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V. UNIFORMLY DISTRIBUTED LINEAR LOAD
The load uniformly distributed along the face width on pitch line and it is shown in figure.5

Fig 4 Pitch point load

Fig 5 Uniform distributed
Linear load

VI. EVALUTION OF STRESS AT THE ROOT FILLET
The tooth behavior is studied for the given load and the maximum principle stress is illustrated in Fig

6,7, for various loading conditions. The maximum fillet stress calculated as per AGMA standard for the given
load is only 52.43N/mmz,

120 S

— 100
< S
E 80 ya N Pitch point load
£ / \ :
= 60
= 40
: / N - - - - Uniform
S gy .
S 20 distributed linear
= 4 load

o] T T d

o] 10 20 30
Face width (mm)

Figure 6 Root stress’s at drive side along face width

It is observed from the graph that for the pitch point load the fillet stress at the drive side is gradually
increasing from toe side to mid section and similar manner from the mid section to heel side it is gradually
reducing. When the load is uniformly distributed along the entire pitch line, the stress value is more nearer to toe
side when compare to that of heel side.

s} 1
30
=20

Fitch pointload

===="TUniform

distributed
load

Root stress non drive side({N/mm2)

Face width(imm)

Figure 7 Root stress’s at non drive side along face width
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It is observed from the graph that for the pitch point load the fillet stress at the non-drive side is

gradually decreasing from toe side to mid section and similar manner from the mid section to heel side it is
gradually increasing. When the load is uniformly distributed along the entire pitch line, the stress value is more
nearer to toe side when compare to that of heel side

VII. CONCLUSION
3D bevel gear model at finite element model using ANSYS has been generated and analyzed in this

work. The influence load on the root stress in straight bevel gear is evaluated for two different conditions. The
stress in gear tooth is high at toe side and comparatively low at heel side.
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Abstract

World Wide Web is a very fertile area for data mining research, with huge amount of
information available on it. From its very beginning, the potential of extracting valuable knowledge
from the Web has been quite evident. The term Web mining has been used in two different ways. The
first, called Web content mining and the second, called Web usage mining. The web content mining is
the process of information discovery from sources across the World Wide Web. Web usage mining is
the process of mining for user browsing and access patterns. Interest in Web mining has grown rapidly
in its short existence, both in the research and practitioner communities.

Keywords: Web mining, information retrieval, information extraction

1 INTRODUCTION
Web mining is the application of data mining techniques to extract knowledge from Web data -
including Web documents, hyperlinks between documents, usage logs of web sites, etc. With more than two
billion pages created by millions of Web page authors and organizations, the World Wide Web is a
tremendously rich knowledge base. The knowledge comes not only from the content of the pages themselves,
but also from the unique characteristics of the Web, such as its hyperlink structure and its diversity of content
and languages.

Web mining research overlaps substantially with other areas, including data min