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I. INTRODUCTION 

 In digital image processing, while processing images  here we need to follow certain criteria. 

Combining  data into a carrier for conveying secret messages that should be confidentially is the technique of 

data hiding  [1], [2]. After  embedding, pixels of cover images will be modified and deformation occurs. The 

distortion caused by data embedding is called the embedding distortion [3]. A good data-hiding method must be 

capable of evading visual and statistical detection [4] while providing an adjustable payload [5].Many 
approaches of information hiding have been proposed for diverse applications, such as patent protection, top 

secret transmission, tampering exposure, and figure authentication.  large amount well-known data hiding 

format is the least significant bits (LSBs) replacement process. This process embeds fixed-length covert bits into 

the least significant bits of pixels by directly replacing the LSBs of cover picture with the secret message bits.         

Although this process is simple, it generally effects noticeable deformation when the number of embedded bits 

for each pixel exceeds three. Several methods have been proposed to decrease the distortion induced by LSBs 

replacement. Another approach of improving LSBs scheme is to decrease the amount of alterations required to 

be introduced into the cover image for data hiding when the numeral of secret bits is significantly less than that 

of available cover pixels. The method proposed by Tseng et al. [6] can cover up as many as log2(mn+1) bits of 

data in a binary image block sized m X n by changing, at most, two bits in the block. Matrix encoding, on the 

other hand, uses less than one change of the least significant bit in average to embed w bits into2w - 1cover 

pixels.Diamond Encoding(DE)method is the extension of the exploiting modification direction (EMD) 
embedding scheme [2]. The main idea of the EMD embedding scheme is that each (2n +1)-ary notational secret 

digit is carried by n cover pixels, and only one pixel worth increases or decreases by 1 at most. For each block 

of n cover pixels, there are 2n possible states of only one pixel value plus 1 or minus 1. The 2n states of 

alteration plus the case in which no pixel is modified form (2n + 1) different cases.  

ABSTRACT 
 Here We Proposed A New Data-Hiding Method Based On Pixel Pair Matching (PPM). In 

This Paper The Basic Idea Of PPM Is To Use The Values Of Pixel Pair As A Reference Coordinate, 

And Coordinate Search  In The Neighborhood Used To  Set Of This Pixel Pair According To A Given 

Message Digit. The Pixel Pair Is Then  Replaced By The Searched Coordinate To Conceal The 
Digit.(EMD)Exploitedmodificationdirection(EMD) And Diamond Encoding (DE) Are Two Data-

Hiding Methods Proposed Recently Based On PPM. Then The Maximum Capacity Of EMD Is 1.161 

Bpp And DE Extends The Payload Of EMD By Embedding Digits In A Larger  Notational System.This 

Is The  Proposed Method Offers Lower Distortion Than DE By Having  High Compact Neighborhood 

Sets And It Will Also  Accepting  Embedded Digits In Any  Representative  System. Then It Will Be   

Compared With The (OPAP)Optimal Pixel Adjustment Process Method, Then This  Method Always 

Has Lower Distortion For Various Payloads. Experimental Results Reveal That The Proposed Method 

Does Not Only Provides Performance Better Than Those Of OPAP And DE, But Also Is Secure Under 

The Detection Of Some Well-Known Steganalysis Techniques. 

INDEX TERMS:  (ADPPM)Adaptive Pixel Pair  Matching,(DE) Diamond Encoding , Exploiting 

Modification Direction (EMD), Least Significant Bit (LSB), Optimal Pixel Adjustment Process 

(OPAP), Pixel Pair Matching (PPM). 
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 Therefore, the (2n + 1)-ary notational secret digit is embedded into the cover pixels by changing the 

state. Before the data embedding method, the pre-process can convert the secret data into sequences of digits 
with (2n + 1)-ary notational representation 

 

II .RELATED WORK 
 OPAP effectively reduces the image distortion compared with the traditional LSB method. DE 

enhances the payload of EMD by embedding digits in a B-ary notational system. These two methods offer a 

high payload while preserving an acceptable stego image quality. In this section, OPAP and DE will be briefly 
reviewed. The OPAP method proposed by Chan et al. in 2004 greatly improved the image distortion problem 

resulting from LSB replacement. 

Diamond Encoding (DE)  
The EMD scheme embeds(2n + 1)-ary digit into n cover pixels, but the diamond encoding scheme can conceal 

(2k2 + 2k + 1)-ary digit into a cover pixel pair where k is the embedding parameter. The detail of this scheme is 

described as  follows.  
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 Assume that a, b, p, and q are pixel values, and k is a positive integer. The neighborhood set Sk (p, q) 

represents the set that contains all the vectors (a, b) with the distance to vector (p, q) smaller than k, and Sk(p, q) 

is defined as the above.Let the absolute value |Sk| denote the number of elements of the set Sk, and each 

member in Skis called neighboring vector of (p, q). We calculate the value of |Sk| to obtain the embedding base 

and embedded base with a parameter k. Diamond encoding method uses a diamond function f to compute the 

diamond characteristic value (DCV) in embedding and extraction procedures. The DCV of two pixel values p 
and q can be defined as above:where l is the absolute value of Sk. The DCV have two important properties: the 

DCV of the vector (p, q) is the member of Sk belongs to {0, 1, 2, . . ,l-1}and any two DCVs of vectors in Sk(p, 

q) are distinct. Assume that Ek represents the embedded digit and Ek belongs to{0, 1, 2, . . . ,l − 1}. For secret 

data embedding, we replace the DCV of the vector (p, q) with the embedded secret digit. Therefore, the modulus 

distance between f (p, q) and Sk is dk= f (p, q)−Ek mod l. For each k, we can design a distance pattern Dk to 

search which neighboring pixel owns the modulus distance dk. Then, the vector (p, q) is replaced with the 

neighboring vector (p’, q’) by dk. The vector (p’, q’) is the member of Sk(p, q) and the DCV of (p’, q’) equals to 

the embedded secret digit Ek. The vector (p’, q’) can extract the correct secret digit by above formulas The 

diamond encoding scheme promises that the distortion of vector (p, q) is no more than k after embedding a 

secret digit Ek. Therefore, this minimal distortion scheme can be employed to embed large amount of data. 

2
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Fig. 1. Neighborhood set for .ⱷ(12,10) for k=3. 

III.PROCEDURE AND ALGORITHM: 
ADAPTIVE PIXEL PAIR MATCHING (APPM) 

 The basic idea of the PPM-based data-hiding method is to use pixel pair (x,y) as the coordinate and 

thorough a coordinate(x1,y1),  surrounded by a predefined locality set ⱷ(x,y) such that f(x,y)=Sb, where f is the 

drawing out function and Sb, is the message digit in a -ary notational structure to be covered. Data embedding is 

done by replacing(x,y)  with (x1,y1). For a PPM-based process, suppose a digit Sb is to be covered. The range 

of Sb is between 0 and B-1 , and a coordinate(x1,y1)€ ⱷ(x,y). has to be found such that f(x1,y1)=Sb.Therefore, 
the range f(x,y) of must be integers between 0 and B-1, and each integer must occur at least once. In addition ,to 

reduce the distortion, the number of coordinates in ⱷ(x,y) should be as small as possible.  

 

 
 

Fig: Neighborhood set ⱷ16 (0, 0) and f(x,y)    , where . 0<=i<B-1. 

 

 The best PPM metbhod shall satisfy the following three requirements: 

1) There are exactly B coordinates in ⱷ(x,y). 

 

2) The values of extraction function in these coordinates are mutually exclusive. 

 

3) The design of ⱷ(x,y) and f(x,y)  should be capable of embedding digits in any notational structure so that 

the best B can be selected to achieve junior embedding deformation.   
        
 DE is a data-hiding method based on PPM. DE greatly enhances the payload of EMD though 

preserving acceptable stego image quality. but, there are several problems. First, the payload of DE is 

determined by the selected notational structure, which is restricted by the bound ; therefore, the notational 

system cannot be arbitrarily selected. For example, when is 1, 2, and 3, then digits in a 5-ary, 13-ary, and 25-ary 

notational structure are used to surround data, respectively. However, embedding digits in a 4-ary or 16-ary (i.e., 

2 bits per pixel) notational system are not supported in DE. Second, ⱷ(x,y) in DE is defined by a diamond shape, 
which may lead to some unnecessary distortion when k>2 . In fact, there exists ⱷ(x,y) a better other than 

diamond shape resulting in a smaller embedding deformation  The wished-for method not only allows 

concealing digits in any notational structure, but also provides the same or even smaller embedding deformation 

than DE for various payloads. 
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Embedding Procedure:  
 Consider the cover image is of size M×M, then each of R, G, B channels will be of size M×M. S is the 
message bits to be concealed for each channel image and the size of S is |S|. First we calculate the minimum B 

such that all the message bits can be embedded. Then, message digits are sequentially concealed into pairs of 

pixels.  

[1] First minimum B satisfying |M×M / 2| ≥|SB|, and convert S into a list of digits with a B-ary notational 

system SB.  

[2] The discrete optimization problem is solved to find cB and ØB(x, y).  

[3] In the region defined by ØB(x, y), record the coordinate (x’, y’) such that f(x’, y’) = i, 0 ≤ i ≤ B-1.  

[4] Construct a nonrepeating random embedding sequence Q using a key Kr. 

[5] To embed a message digit sB, two pixels (x, y) in the cover image are selected according to the embedding 

sequence Q, and calculate the modulus distance between sB and f(x, y), then repace (x, y) with (x + x’, y + 
y’) [7].  

[6] Repeat step 5, until all the message bits are embedded To avoid any distortion because of replacing pixels 

right under each other in different layers, the regions Ø(x, y) for each layer are taken distinct subsets. 

 

 
Figure 1. Embedding respective watermarks for different Channel Images 

.  
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. Extraction Procedure:  

To extract the embedded message digits, pixel pairs are scanned in the same order as in the embedding 
procedure. The embedded message digits are the values of extraction function of the scanned pixel pairs.  

1. The watermarked image is split into respective R, G, B layers and each is considered as a Channel Image.  

2.  Construct the embedding sequence Q using a key Kr.  

3.  Select two pixels (x’, y’) according to the embedding sequence Q.  

4.  Calculate f(x’, y’), the result is the embedded digit.  

5.  Repeat Steps 2 and 3 until all the message digits are extracted.  

6.  Finally, the message bits can be obtained by converting the extracted message digits into a binary bit 

stream.  

 

IV.   EXPERIMENTS AND EVALUTION 
Performance  
 To evaluate the performance of the proposed scheme, a high definition image is taken. The simulation 

is run using MATLAB. First, LSB, DE, APPM and EAPPM are evaluated for Mean Square Error (MSE) with 

different payloads. Table 1 presents the obtained MSEs. It is observed that APPM outperforms APPM, DE and 

LSB.  

 

 

 
Table2 presents the maximum payload supported by the four embedding methods at an MSE of 0.092. EAPPM 

is able to support 300% more than APPM. As the data is embedded in all the three layers, for EAPPM, the 

payload support will be more than 3 times that of APPM. 

Max Payload supported with MSE at 

0.092  

LSB   0.025431  

DE   0.025431  

APPM   0.114441  

EAPPM   0.772476  
 

Table1. MSE Comparison 

 

 

 

 

 

 

 

 

 

Table2. Max Payload support Comparison 

 

 

 

 

Payload  

(bpp)  

LSB  DE  APPM  EAPPM  

0.02543

1  

 

0.1686

76  

0.143649  0.09492

7  

 

0.07629

4  

0.16867

6  

0.14364

9  

0.09492

7  

0.09149

7  

0.11444

1  

0.16432

6  

0.14372

7  

0.09177

1  

0.09560

4  

0.15767  0.16876
6  

0.14390
1  

0.09480
7  

0.09149
7  

0.20345

1  

0.16897

3  

0.14382

6  

0.09497

1  

0.09149

7  

0.25749

2  

0.16924  0.14400

3  

0.09537

4  

0.09149

7  
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V.    CONCLUSION 
 proposed a simple and efficient data embedding process based on PPM. Two pixels are scanned as an 

embedding element and a specially designed neighbourhood set is employed to insert message digits with a 

smallest notational structure. APPM allows users to select digits in any notational structure for data embedding, 

and thus achieves a enhanced image quality. The proposed process not only resolves the low-payload trouble in 

EMD, but also offers smaller MSE compared with OPAP and DE. Moreover, because APPM produces no 

artifacts in stego images and the steganalysis results are comparable to those of the cover images, it offers a 

secure communication below variable embedding Capacity. 
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I. INTRODUCTION 
The spur gear is simplest type of gear manufactured and is generally used for transmission of rotary 

motion between parallel shafts.  The spur gear is the first choice option for gears except when high speeds, 

loads, and ratios direct towards other options.  Other gear types may also be preferred to provide more silent 

low-vibration operation.  A single spur gear is generally selected to have a ratio range of between 1:1 and 1:6 

with a pitch line velocity up to 25 m/s.  The spur gear has an operating efficiency of 98-99%.  The pinion is 

made from a harder material than the wheel.  A gear pair should be selected to have the highest number of teeth 

consistent with a suitable safety margin in strength and wear. The minimum number of teeth on a gear with a 

normal pressure angle of 20 degrees is 18.Mild steel is a poor material for gears as as it has poor resistance to 

surface loading.   The carbon content for unhardened gears is generally 0.4%(min) with 0.55%(min) carbon for 

the pinions.  Dissimilar materials should be used for the meshing gears - this particularly applies to alloy 

steels.  Alloy steels have superior fatigue properties compared to carbon steels for comparable strengths.  For 

extremely high gear loading case hardened steels are used the surface hardening method employed should be 

such to provide sufficient case depth for the final grinding process used. 

 

SPUR GEAR STRENGTH AND DURABILITY CALCULATIONS: 

Designing spur gears is normally done in accordance with standards the two most popular series are 

listed under standards  below: 

Bending :The basic bending stress for gear teeth is obtained by using the Lewis formula σ = Ft / ( ba. m. Y ) 

where F t = Tangential force on tooth, σ = Tooth Bending stress (MPa)b a = Face width (mm),Y = Lewis Form 

Factor,m = Module (mm), v Where y = Y/π and p = circular pitch .When a gear wheel is rotating the gear teeth 

come into contact with some degree of impact.  To allow for this a velocity factor ( Kv ) is introduced into the 

equation.   This is given by the Barth equation. 

 

 

 

 

ABSTRACT 
The creep nature of metallic spur gear results in the deficiency because of the deformation of 

teeth when pressure angle of 20 acting on it. At the replacing points of tooth between driving and driven 

the disturbances such as in-evitable random noise, elastic deformation and manufacturing error, 

alignment error in assembly all these together causes the high level of gear vibration and noise and 

leads to loss in efficiency. The main motto is to reduce the deformation of teeth, by replacing the metallic 

cast iron gear with Nylon gear and proved that the deformation of Nylon gear is less compared to 

metallic and polycarbonate. Since the deformation is less the loss in efficiency is also less compared to 

metallic gear. 

 

KEYWORDS: Gear, Spur gear, nylon spur gear. 
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The Lewis formula is thus modified as follows : 

σ = K v.Ft / ( ba. m. Y ) 

Through advancements in plastic resins and manufacturing techniques plastic gears today can be 

utilized in a multitude of crucial applications, from transmitting amounts of torque to accurate positioning of 

critical components in medical devices. Plastic offers many benefits, including design flexibility and significant 

cost savings. Plastic gears possess many advantages over those made of metal. Plastic gears are lighter, quieter, 

retain an inherent lubricity and are corrosion resistant. They can be produced in a variety of types, 

including bevel gears, offset bevel gears, spiral bevel gears, helical gears, metric gears, metric spur gears, plastic 

worm gears and more. Cams, lugs, ribs, webs, shafts and holes can be moulded into plastic gears in one integral 

design in a single operation, opening the door to significantly lower production costs. 

 

SPECIFICATION OF EXISTING CAST IRON GEAR:  
 

The typical chemical composition of the cast iron material : Carbon - 2.5 to 3.7%, Silicon - 1.0 to 3.0%, 

Manganese - 0.5 to 1.0%, Phosphorus - 0.1 to 0.9% and Sulphur - 0.07 to 0.10%. 

 

SPECIFICATIONS OF NYLON AND POLYCARBONATE PLASTIC MATERIALS:  

 

Chemical composition of Nylon: 

 

Fig 1.1 Chemical Composition Of Nylon 

Its properties are determined by the R and R' groups in the monomers. In nylon 6. 6, R' = 6C and R = 

4C alkanes, but one also has to include the two carboxyl carbons in the di acid to get the number it donates to 

the chain. The majorities of nylons tends to be semi-crystalline and are generally very tough materials with good 

thermal and chemical resistance. The different types give a wide range of properties with specific gravity, 

melting point and moisture content tending to reduce as the nylon number increases. Nylons can be used in high 

temperature environments. Heat stabilized systems allow sustained performance at temperatures up to 185
o
C. 

 

Chemical composition of Polycarbonate:  
The main polycarbonate material is produced by the reaction of bisphenol A and phosgene COCl2. The overall 

reaction can be written as follows:  
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Polycarbonates received their name because they are polymers containing carbonate groups (–O–(C=O)–O–). 

Most polycarbonates are derived from rigid monomers. A balance of useful features include temperature 

resistance and impact resistance. 

 

MATERIAL PROPERTIES OF CAST IRON, NYLON AND POLYCARBONATE: 

 

 
 

MODELING 

 

The modeling of Spur gear using ANSYS Finite Element Analysis for cast iron, Nylon and 

polycarbonate are shown as follows: 

Displacement pattern of Cast Iron gear: 

 

 
 

Fig 2.1 Displacement pattern of Cast Iron gear 

 

Displacement pattern of Nylon: 
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Fig 2.2 Displacement pattern of Nylon gear 

 

 

Stress Distribution of Cast Iron 

 

 
 

Fig 2.3 Stress Distribution  of Cast Iron gear 

 

Stress Distribution Of PolyCarbonate 

 

 
Fig 2.4 Stress Distribution of Polycarbonate gear 
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Stress Distribution OF Nylon Spur GEAR 
 

 
 

Fig 2.5 Stress Distribution of Nylon gear 

 

II. RESULTS 
From the static analysis , the deflections and Vonmises stress and strain values for the cast iron, Nylon 

and polycarbonate are obtained as following  

FOR CAST IRON SPUR GEAR 

 

 
 

Tab 4.1 Analysis for Cast Iron spur gear 

 

FOR NYLON SPUR GEAR 

 

 
 

Tab 4.2 Analysis for Nylon  spur gear 

FOR POLYCARBONATE SPUR GEAR 



Spurgear 

||Issn 2250-3005 ||                                                   ||November||2013||                                                                            Page 12 
 
 

 
Tab 4.3 Analysis for Polycarbonate spur gear 

 

III. CONCLUSION 
Since the deflections are less the efficiency of nylon spur gear is more than the cast iron spur gear, 

results in less noise and long life, The metallic gear results is more deflection compared to nylon and 

polycarbonate, the cost price and life of nylon is also good. When we replace the metallic spur gear with nylon 

gear there would be better results we can find in the automobile, robotic and in medical fields where the need of 

nylon gear is there. 
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1. INTRODUCTION 
The ideal flight vehicle structure would be the single complete unit of the same material involving one 

manufacturing operation. Unfortunately this cannot be achieved in practical because the every portion of aircraft 

structure involves numerous numbers of parts and the unavailability of material for required span. So joints are 

inevitable in any large structure like an airframe. Splicing is normally used to retain a clean aerodynamic surface 

of the skin for all structural components. The wings are the most important lift-producing part of the aircraft. 

Wings vary in design depending upon the aircraft type and its purpose. The wing box has two crucial joints, the 

skin splice joint & spar splice joint. Top and bottom skins of inboard and outboard portions are joined together 

by means of skin splicing. Front and rear spars of inboard and outboard are joined together by means of spar 

splicing. The spars resist much of the bending moment in the wing and the skins resist the shear force. 

 

In this paper the chord-wise splicing of wing skin will be considered for a detailed analysis. The 

splicing is a multi-row riveted joint under the action of tensile in plane load due to wing bending. The basic 

knowledge about the loads acting on aircraft is necessary to understand the wing bending. 

The Loads acting on the aircraft structure are, 

1. Weight 

2. Lift 

3. Drag 

4. Thrust 

 

Weight 

Weight is a force that is always directed toward the center of the earth. The magnitude of the weight depends on 

the mass of all the airplane parts, plus the amount of fuel, plus any payload on board 
 

Lift 

To overcome the weight force, airplanes generate an opposing force called lift. Lift is generated by the motion 

of the airplane through the air and is an aerodynamic force. "Aero" stands for the air, and "dynamic" denotes 

motion. Lift is directed perpendicular to the flight direction. 

 

ABSTRACT: 
 This paper investigates the maximum stress concentrated part of the splice joint of an aircraft 

bottom wing skin due to tensile loading. Wings are the aerofoils attached to each side of the fuselage to 

produce lift force. Joints are inevitable in any large structure like an aircraft wing. Splicing is 

normally used to retain a clean aerodynamic surface of the skin for most of the aircraft structure. This 

analysis considers the wing box with a bottom skin splice joint. The wing box comprises of two spar 

beams, three ribs, stiffeners covered with skin plate. In this paper the chord-wise splicing of wing skin 

is considered for a detailed analysis. The splicing is multi row riveted joint under the action of tensile 

in plane load due to wing bending. The stress analysis of the joint is carried out to compute the stresses 

at rivet holes due to By-pass load, bearing load and secondary bending. The splice is optimized to 

minimize the rivet hole local stress. A finite element analysis is carried out to evaluate the stresses. 

Analyses were performed by MSC PATRAN and NASTRAN software. 

 

KEYWORDS: stress analysis, splice joint, wing skin and rivet holes. 

 

http://www.grc.nasa.gov/WWW/k-12/airplane/weight1.html
http://www.grc.nasa.gov/WWW/k-12/airplane/wteq.html
http://www.grc.nasa.gov/WWW/k-12/airplane/lift1.html
http://www.grc.nasa.gov/WWW/k-12/airplane/presar.html
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Drag. 

 As the airplane moves through the air, there is another aerodynamic force present. The air resists the 

motion of the aircraft and the resistance force is called drag. 

 

Thrust. 

 To overcome drag, airplanes use a propulsion system to generate a force called thrust.[2] 

 

Wing and Wing Box: Wing is the important structural unit of an aircraft and it is going to bend during flying 

due to lift load acting in it. Hence bottom wing skin subjected to tensile load and top wing skin is under 

compression [4]. The largest forces on the wings occur when the plane is airborne. Since the wings must then 

support the whole weight of the aircraft the steady stresses are high, and with the wings bending upwards, so 

that the upper surfaces are in compression and the underside in tension. Due to this tension force the maximum 

tensile stress concentration will be found on the joints of bottom wing skin of the aircraft.This paper is focused 

on the middle part of the wing with riveted splice joint at the bottom skin, which is called wing box. The wing 

box comprises of two numbers of spar beams (C-section), three numbers of ribs (I-section), four numbers of L-

shaped stiffeners at top of ribs and four numbers of rectangular shaped stiffeners at bottom of ribs. The top and 

bottom portions of the wing box are covered with the thin sheet which is called wing skin. The top skin is 

designed as the integrated part with wing box structure. The bottom skin is designed in two pieces and they have 

joined by the splice plate. Here the bottom flange of the middle rib is considered as the splice plate of the joint. 

The bottom skin and splice plate is joined by rivets.The wing box is completely unsymmetrical in its all axes. 

The dimensions of the wing box parts have been finalised by the aerodynamic calculations which involve the 

computational fluid dynamics procedure. the aerodynamic calculations provide the thicknesses of spar beams (3 

mm), ribs (2 mm), skin (1.5 mm) and stiffeners (4 mm). 

 

 
 

Figure 1(a): CAD model of Wing box (CATIA V5R19) 

 

II.  EXPERIMENTAL DETAILS 
2.1 Stress Analysis Using Finite Element Analysis Software. 

The IGES model was imported from the CATIA V5R19 into the Finite Element Analysis software MSC-

PATRAN for geometry extraction. The components of wing box such as spar beams, ribs, stiffeners and skin are 

meshed separately. Quadratic and triangular elements have been used in this model, due to their lower stiffness 

properties. The beam elements were used for rivet connections. Near the stiffener cut-out region the fine mesh 

has been done and the coarse mesh has been done for the rest of the portions of wing box. The material 

properties, loads and boundary conditions were applied to the meshed wing box to ascertain the stress 

distribution at wing box. 

 
 

Figure 2(a) Meshed model of wing box 

 

http://www.grc.nasa.gov/WWW/k-12/airplane/drag1.html
http://www.grc.nasa.gov/WWW/k-12/airplane/drag1.html
http://www.grc.nasa.gov/WWW/k-12/airplane/thrust1.html
http://www.grc.nasa.gov/WWW/k-12/airplane/bgp.html
http://www.grc.nasa.gov/WWW/k-12/airplane/thrust1.html
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2.2 Finite Element Analysis Software’s. 

  PATRAN    pre-processing and  

                   Post processing 

  NASTRAN     solver 

 

2.3 Load Calculations. 

All-up weight of the aircraft considered for the analysis is 2000 kg. 

(4-seater aircraft) 

 Weight of the aircraft = 2000 kg. 

 Design load factor considered= 3g. 

 Total load acting on the aircraft  

                     = 2000×3 

                Total load = 6000kg 

 Factor of safety considered =1.5 

 The design load = 6000×1.5 

               Design load = 9000kg 

Lift load experienced by both fuselage and wing. 

 Lift load on the wing = 80% of total load= 0.8×9000 

 Lift load on the wing = 7200kg 

 Load acting on each wing = 7200/2 

                                                  =3600 Kg 

The total span of the wing and the wing box (portion shown in dark line) dimensions with resultant load are 

shown in figure 2(b)      

 
Figure 2(b) Wing box dimensions with load. 

 

The resultant load is acting at a distance of 2000 mm (from aerodynamic calculations) from the root of the wing. 

 The maximum B.M at the wing root  = 3600 x 2000 =7.2 x 10^6 kg-mm 

 The B.M at the root of the wing box  = 3600 x 1060 = 3.392 x 10^6 kg-mm 

 The load at tip of the wing box  = 3.392 x 10^6/ 1560 = 2174 kg 

 

 This 2174 kg load is converted into uniformly distributed load (1.03 kg/mm as UDL) and applied at tip side 

of wing box in bending direction of wing.  

 

2.4 Loads and Boundary Conditions. 

 Uniformly distributed load of 1.03 kg/mm was applied at tip side of the wing box and other end is fixed 

which is called the root side of the wing box. A two dimensional linear static stress analysis is carried out using 

finite element analysis software MSC PATRAN and MSC NASTRAN. Mesh independent stress magnitudes are 

obtained through iterative mesh refinement process. Aluminum 2024-T351 alloy properties are given to the Pre-

processor material properties. Load corresponding to the maximum lift load on the wing is considered to be 

applied on the wing box 

 

III. RESULTS AND DISCUSSION 
The loads and boundary conditions applied to the wing box are shown in figure 3(a). 
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.  

Figure 3(a) wing box loading conditions 

 

The stress distribution for the given loads have been  observed and that reveals the stress is distributed 

uniformly but maximum stresses are developed near the rivet joint portion of the bottom skin splice joint. 

The maximum stress concentrated portion of the wing box i.e. splice joint of the bottom wing skin is shown in 

below figure 3(b) 

 

 
 

Figure 3(b) maximum stress concentration at bottom skin splice joint 

Figure 3(b) shows the maximum stress near the small riveted circular holes by applying load 1.03 kg/mm, the 

maximum stress is σmax =25.2kg/mm
2
.the figure 3(c) and figure 3(d) shows the maximum stress in red colour.   

 

Figure 3(c) maximum stress near splice joint rivet hole 

 

 
 

 
 

Figure 3(d) maximum stress at rivet holes of the splice plate 
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From the figure 3(a), 3(b) and 3(c) it was observed that maximum stress of the wing box is concentrated near the 

rivet hole locations of the splice joint of the bottom wing skin. And these will be fatigue critical locations in the 

aircraft bottom wing skin. 

 

IV. CONCLUSIONS: 
 The maximum stress concentrated part of the bottom wing skin splice joint has been identified for the stress 

analysis 

 Finite element method approach is used for the stress analysis 

 Loads and boundary conditions are accurately simulated to obtain the response of the wing box similar to 

the response of the parent structure at this location. 

 Maximum stress of σmax =25.2kg/mm
2  

is obtained near one of the rivet hole location of the bottom wing 

skin splice joint. 

 The highest tensile stress location will be the location of fatigue crack initiation spot in the wiring box. So 

using these results we can go for the fatigue life to crack initiation calculations. 

 

REFERENCES 
[1] Fawaz, S. A. and BörjeAndersson. “Accurate Stress Intensity Factor Solutions for UnsymmetricCornerCracks at a Hole”. Proc. 

of the Fourth Joint NASA Conference on Aging Aircraft, vol 15 (2000),pp 135-139 

[2] C.S. Kusko, J.N. Dupont, A.R. Marder, “Influence of stress ratio on fatigue crack propagation behavior of stainless steel welds”. 
Welding Journal,  vol 19,(2004), pp 122-130,  

[3] N. Ranganathan, H. Aldroe, F. Lacroix, F. Chalon, R. Leroy, A. Tougui. “Fatigue crack initiation at a notch”. International 

Journal of Fatigue, vol 33, (2011), pp 492–499. 
[4] Newman, J.C. “A crack opening stress equation for fatigue crack growth”. International Journal of Fracture, vol 24(2003), pp 

131–135. 

[5] Lance Proctor et al, local analysis of fastener holes using the linear gap technology using MSC/NASTRAN, Presented at MSC 
Aerospace Users’ Conference, 2000, pp1-24. 

[6] A.M.Brown, Simulating fretting contact in single lap splices, International Journal of Fatigue, 2009, pp 375-384. 

[7] M.R. Urban, Analysis of the fatigue life of riveted sheet metal helicoptor airframe joints, International journal of fatigue, 2003, 
pp 1013-1026. 

[8] Gresnigt AM, Steenhuis CM. Stiffness of lap joints with preloaded bolts, Proceedings of the NATO ARW, 2000. 

[9] Brombolich LJ. Elastic–plastic analysis of stresses near fastener holes. AIAA 11th Aerospace Sciences Meeting, 1973. [AIAA 
no. 72-252]. 

[10] S.G.S. Raman, V.M. Radhakrishnan, “On cyclic stress-strain behaviour and low cycle fatigue life,” Materials and Design, 2002, 

Vol.23, pp.249- 254. 
[11] RamzyzanRamly et al, Design and Analysis for Development of a Wing Box Static Test Rig, International conference on science 

and social research, December 2010, pp 113-117. 

[12] Huth H. Influence of fastener flexibility on the prediction of load transfer and fatigue life for multiple-row joints. In: Potter JM, 
editor. Fatigue in mechanically fastened composite and metallic joints, ASTM STP 927. 1986. p. 221–50. 

[13] Szolwinski MP, Farris TN. Linking riveting process parameters to the fatigue performance of riveted aircraft structures. AIAA- 

99-1339, 1999. 
 



International Journal of Computational Engineering Research||Vol, 03||Issue, 11||

 

||Issn 2250-3005 ||                                                   ||November||2013||                                                                            Page 18 
 

 

Identification Of Eligible Customer Requirements 
 

Pavel MIKUŠ 
Catolic University In Ružomberok Faculty Of Education 

 
 

 

 

 

I.  

 

 

 

 

 

 

 
 

 

II. PREFACE 
 The satisfaction of customer’s needs is the fundamental function, which is performed by enterprise. At 

the same time it is fulfilling the nature of its existence, which comes out from its mission. The term customer 

satisfaction can be understood as the perception and understanding of customers' expectations which were met 

or exceeded by supplier’s activities.  
 

III. CUSTOMER’S SATISFACTION 
 Evaluation of customer satisfaction is therefore a self-assessment of how customers perceive the value 

of the product and its properties offered for their use. Addressing the customer may not have a favorable 

response to all customers because every customer recognizes the value and prefer their own product 

characteristics. Therefore, customer requirements must be considered from a complex viewpoint. Satisfaction of 

customer needs is psychic interactive process between the enterprise and customers. The result of this 

relationship is the customer’s satisfaction based on their requirements and needs, as well as on business 

opportunities. Customer creates own requirements based on their own experiences after using a product or 
service. A satisfied customer comes and buys again, so customer satisfaction is one of the fundamental pillars of 

long-term business success. 
 

 Satisfied customer is at the time when the needs and expectations are fulfilled continuously during the 

whole life-time of the product. If service supplier did not fulfill the expectations then the chance is given to 
competitors. It is very important to have the bunch of regular customers. Satisfied customer comes and again 

requests the product, which satisfied their needs. Short-term goal of marketing activities is to achieve the sales 

success. With the satisfied customers the direction of the marketing is focused on long-term customer’s 

satisfaction during which customer does not accept the competitor’s offers. Customer satisfaction after the 

purchase of a product depends on what the real value of the product is due to their expectations. "Customer 

satisfaction depends on their feelings - of pleasure or disappointment resulting from comparing the performance 

of consumer with the expected performance.” 1If actual performance is lagging behind expectations, the 

customer is dissatisfied. Conversely, if actual performance exceeds our expectations, the customer is satisfied 

and is happy with product or provided service. "All those involved in the management systems must perceive 

needs and expectations of customer requirements..." 2 Building customer loyalty; customer decisions are 

influenced by many subjective factors that are not always completely rational, by economic choice. One of these 

                                       
1 KOTLER P.: Marketing Management. GRADA PUBLISHING, Praha, 1998, str.49. 
2 BUDAJ, P. – FIĽO, M.: Manažment operácií. Vydavateľstvo Michala Vaška, Prešov, 2008, str. 14. 

                                                   ABSTRACT 

       The paper deals with the changes which must be made by the company for customer 

satisfaction. The mission of the company is meeting customer requirements, which can be understood as 

the perception and understanding of his expectations. Making changes is based on a thorough analysis 

of options of organization and customer requirements. There are many methods by which it is possible 

to identify the eligible customer's requirements to improve the quality of service or product. The paper 

deals with a relatively new and simple method BDI - band diagram of interest (band diagram of 

interest) that is used for the comparison of customer satisfaction, perceptions of the importance of a 

particular factor as well as perception of the importance of individual perception and the possibility of 
his influence. 

 

 

KEY WORDS: customer satisfaction, build loyalty, band diagram, analysis of customer requirements. 
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factors is customer loyalty to their supplier for occasional purchases. If the concept of loyalty for measuring 

customer satisfaction is particularly important, it must be examined in some depth. Customer loyalty is the 

cornerstone of successful service, loyalty affects employees and contractors. It also produces incomes that 

encourage loyalty of shareholders. Gains may be caused either by lower prices as a means of obtaining a first 

contract or particular market position, or possibly as preparation for launching a new service on the market, both 

are associated with exploring of the requirements and desires of a new customer. "Keeping existing customers is 

less costly than acquiring new, because the costs of keeping loyal customers make up only 20% of the cost of 
acquiring new"3.Evaluation of customer satisfaction; before the enterprise comes to detailed evaluation of 

customer satisfaction with the appropriate tools and in respect of the planned changes, firstly it must come to 

usage of the possibility of feedback, which is the most trusted way to get opinions and evaluations of a 

particular product. This is the creation of additional contacts with customers with the aim to gain easy and quick 

evaluation of its product. Some companies use direct contact with customers and make a telephone survey of 

satisfaction with a particular product or service. Others add a short questionnaire to a new product which is 

available for answering to the customer after some time of usage and customer is to send it to the 

company. These events are usually associated with the competition events. There is a popular way of using the 

Internet, where the customer logs on to the web address of the manufacturer and evaluate the product and as 

bonus they receive a bonus such as extended period of the warranty period, or permanent collection of 

information on new products, with the possibility of granting discounts. This creates a certain interest groups of 
people who are connected by the same product. Setting consumer advisers, consumer clubs, may then also serve 

as a tool for feedback to the opening of qualitative information on the causes of dissatisfaction.  For  the 

 customer perception as well as other relations with customers special critical experiences, events, complaints 

and claims are evaluated at the various points of contact. "The aim is to actively create conditions for 

satisfaction of enterprise and of customer as well. Procedures focused on performance through benchmarking, 

testing, mostly links to the regular referral of the facts to verify compliance with technical or objective 

characteristics of the product. These procedures should therefore be eligible for the special screening of 

objective, measurable factors. 

 

IV. BDI – THE METHOD FOR THE ANALYSING OF CUSTOMER NEEDS AND 

OPPORTUNITIES OF ENTERPRISE 
 Making changes is based on a thorough analysis of enterprise opportunities and customer requirements. 

There are many methods by which it is possible to identify the eligible customer's requirements to improve the 

quality of service or product. Very simple method BDI - band diagram of interest (band diagram of interest) that 

is used to compare client satisfaction, the importance of the perception of a particular factor as well as the 

importance perceived from the side of enterprise and the possibility of its influence.It does not require a 

different statistical analysis and evaluation of questionnaires or the knowledge of the statistical apparatus. 

Therefore, the usage is wider. It takes into consideration the compliance rate of legitimate customer 
requirements and their satisfaction against the organization opportunities to fulfill these requirements. The 

statistical support is not excluded and analysis of results using statistical methods. The method can be 

applied as an action, therefore, for immediate detection of dependence on a phenomenon perceived in the 

organization. It is practical, easily manageable and illustrative when at look the final quadrant provides 

meaningful value for further action of manager in implementing the change in the company. It is easy to define 

the different quadrants and their importance which is already known in advance.Therefore, this is a method for 

the analysis and definition of required changes from the side of the consumer, customer, and for improvement 

business processes.Why changes? Easy answer, the changes are moving the world. For example, current period 

is characteristic by world economic crisis. It is the change, which with unforeseeable and with huge measure 

touched all areas of social and industrial life not only in Slovakia, but got the whole world measure. The starting 

point from this situation is the activation of the change processes, which will probably lead to wished – better 

state comparing with today.  It of course expects to make a trough analysis and future requests.By the means of 
BDI method – band diagram of interest, it is quite easy to find out the customer’s requests and perception of 

their importance considered by customer. Perception of customer’s request can be inadequate; therefore, they 

are corrected by view of perception of possibilities from the side of enterprise. BDI is the method of 

compromise of eligible client’s requests and view of the significance, resp. importance and possibilities from the 

view of enterprise. Importance of perception of customer’s requests is then reviewed by stating the significance 

and importance from the side of enterprise. The enterprise features here as the regulator of competence of 

requests and the possibilities of its fulfillment. The factors of satisfaction are necessary to state in line with the 

increase of quality of company activities, which leads to customer satisfaction. It is the process of changes, 

                                       
3
 REICHELD, F. – SASSER, W.: Služby cesta k úspechu. Praha, Victoria Publishing 1993, str. 39 
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which are to satisfy the customer’s needs based on their legitimate requests, possibilities and performance of the 

enterprise. 

 

 

Basic relation; it is based on the customer’s requests and realted premises to fulfill these requests. 

Usage; By analyzing of customer’s satisfaction in manufacturing as well as in nonmanufacturing area, detection 

of request of potential customer’s, purchasers and consumers. 
 

The procedure of BDI application; the procedure represents the group of steps, which are necessary to make 

from the side of the enterprise in order to detect the needs of customers: 

1. to state the factors (elements) of satisfaction 

2. to find its importance from the view of customer 

3. to define the importance from the view of enterprise 

4. to state the quadrant of legitimate requests 

5. to create contrastive matrix rate of significance factors of satisfaction with the rate of importance and options      

 from the side of organization and their rate of importance. 

6. to define the meaning of particular quadrants 

7. to state the tolerance of ideal state 
8. intersection of quadrants and their characteristics 

9. to state the procedure in order to transform the satisfaction to the zone according to the options. 

 

Principles: - customer orientation 

- Focusing on results 

- Stability of objectives and their adaptation to customer 

- Management according to satisfaction factors 

- Constant changes leading to quality 

- Revealing of new possibilities of the potential usage 

- Responsibility for customers and their needs 
 

Recalling BDI value; it is possible to consider the recalling value as the consequential graphical processing and 

stating of recalling value of particular quadrants. From the intersections of BDI1 and BDI2 it is possible to state 

the objectives which must be done in order to get the customer’s satisfaction to quadrant of satisfaction. 

Major feature; the major feature of BDI method is consistent respect of client with the objective of satisfaction 

of their legitimate requests bound to potential and possibilities of organization. 

Using this method it is possible to reduce the risks which arise from: 

- Building of the management system 

- Development of product and its construction 

- Satisfaction of client’s needs in given services 

- In preparation of new technologies 

- In preparation of changes and their implementation either proactively or exceptionally reactively.  

 

Contribution of BDI:  

 Structural approach to improvment of company activities in favor of customer 

 Self valuation based on factors and potential 

 Straight confrontation of customer’s requests and company possibilities 

 Regular valuation of organization trends 

 Preconditions to better master the process of proactive changes 

 The innovations must be focused on weak points 

 Wide usage 

 Support to initiative and teamwork  

 Sound of feedback 

 

Consecutive contributions: 

– Focusing on customer, 

– Image improvement 

– Improvement of quality of process changes 
 

 Using the BDI method (band diagram of interest) - it is possible to analyze all chosen factors. 
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The profile of customer’s satisfaction describes the relation between the importance of particular parameters and 

customer’s satisfaction with these parameters. This ideal zone is possible to name as balanced zone, which is 

created by interval +/-10 up to 15% from balance axis. 

 The same is valid for BDI from the view of enterprise as well. The company makes the comparison of 

importance of guessed factors with its possibilities in consideration of sources, human potential, finances, 

technical and technological possibilities to make with the legitimate customer’s needs.This net graph was 

created being based on assumption: amount incurred by enterprise are put on to legitimate customer’s 
satisfaction and it is equal to importance from the side of customer, i.e. ideal zone.The profile of customer’s 

satisfaction describes the relation between the importance of particular parameters and customer’s satisfaction 

with these parameters. 

 

V. BAND DIAGRAM OF INTEREST 

 
Picture: band diagram as graphical BDI interpretation 

 

It is necessary to divide the diagram to several zones (quadrants): 

The band of competition advantage; it is possible to perceive in 3 levels 

a) Customer – relatively high satisfaction, over 50% importance of particular factors 

b) Organization – options are used for satisfaction of customer, the importance of guessed factor is relatively 

high and in line with  customer perception  

c) Mixed – it is possible to state relatively high rate of conformity of perception of guessed factors from the 

view of customer as well as organization. The rate of conformity and importance is then considered as the 
competition advantage, supported by the favor of customers.  

 

The band of ideal conformity; represents the same view of both subjects on factors perception in 3 levels: 

a) Customer – satisfaction is perceived in conformity with importance of particular factors  

b) Organization – the rate of importance of particular factors is measured to its possibilities  

c) Mixed – the same perception of importance defined in customer’s satisfaction as response to possibilities 
of organization  

 

1.  Margin of tolerance; customer satisfaction and the possibility of organizing are more than 15%, but given 

the relatively low level perception of the importance of both entities it is possible, factors that occur in this 

zone, identified as less important and it is not necessary to pay attention to them. 
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2. Band of a competitive disadvantage; attention to the high level of attention, 

a) Customer - shows low satisfaction with the service provided, to which attaches high importance, and 

expresses their dissatisfaction, 

3. b)  Organizations - low potential of organization to affect the factor, but also it perceive it as very important 

for meeting the needs of customers 

4. c) The common and very important is that the factors which are found in this band, represent a threat of 

losing a customer to the organization. It is therefore a band of problems which are to be addressed urgently. 
 

 Ideally, the company moves when the satisfaction and importance are in balance. This area can be 

described as an ideal and an equilibrium zone is formed by an interval of +/- 5 up to 10% from the equilibrium 

axis. Strategic disadvantages are lower than the percentage expression of the limit value and satisfaction rating 

is in an ideal area. Limited value of satisfaction is set by the desired value of satisfaction and depends on the 

objectives of the company, its market position but also the maturity of its customer portfolio and over time may 

change its value. Strategic benefits are the percentage expressing of the ratio of satisfaction and importance of a 

limit value satisfaction boarded by ideal area bounded from above, but also from the bottom.Customer 

orientation is now a fundamental vision of all advanced business and satisfied customer is the main objective. 

For business success is therefore very important to correctly identify the requirements and expectations of its 

customers, to monitor and manage their level of satisfaction. Enterprises that have a balanced set of strategic 
evaluation criteria and their tracking system are more powerful and successful than their competitors.The 

implementation of process changes for customers means to take into account several factors that affect customer 

decision making and hence the success and profitability of the company on a diverse and rapidly changing 

market. The customer is in many enterprises motivating factor, but also an indicator of success, but not the only 

measure of business efficiency. 

 

VI. CONCLUSION 
 Processing results in such proposed chart will bring a structured overview of research results, but also a 

practical tool for managers in the planning process changes and operational decisions. No company is interested 
in providing low quality products or services. Many times, there is the difference between what it considered as 

important for business as a quality product and customer perception in terms of importance. To eliminate this 

gap it is valuable to systematically measure the needs of customers based on specified criteria and using the 

results of these surveys to determine the further strategy of the company. 
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I. INTRODUCTION 
Cloud computing presents a new way to supplement the current consumption and delivery model for 

ITservices based on the Internet, by providing for dynamically scalable and often virtualized resources as a 

service over the Internet. To date, there are a number of notable commercial and individual cloud computing 

services. Details of the services provided are abstracted from the users who no longer need to be experts of 

technology infrastructure. Moreover, users may not know the machines which actually process and host their 

data. While enjoying the convenience brought by this new technology, users also start worrying about losing 

control of their own data. The data processed on clouds are often out sourced, leading to a number of issues 

related to accountability, including the handling of personally identifiable information. Such fears are becoming 

significant barrier to the wide adoption of cloud services.  Conventional access control approaches developed 

for closed domains such as databases and operating systems, or approaches using a centralized server in 

distributed environments, are not suitable due to the following features characterizing cloud environments. CIA 

framework provides end-to-end accountability in a highly distributed fashion.  One of the maintaining 

lightweight and powerful accountability that combines aspects of access control, usage control and 

authentication. Two distinct modes for auditing: push mode and pull mode.  The push mode refers to logs being 

periodically sent to the data owner or stakeholder while the pull mode refers to an alternative approach whereby 

the user can retrieve the logs as needed. First, Integrated integrity checks and oblivious hashing (OH) technique 

to our system in order to strengthen the dependability of our system in case of compromised JRE.Updated the 

log records structure to provide additional guarantees of integrity and authenticity. Second the security analysis 

to cover more possible attack scenarios. Third, the results of new experiments and provide a thorough evaluation 

of the system performance. Fourth, detailed discussion on related works to prepare readers with a better 

understanding of background knowledge. Finally, improved the presentation by adding more examples and 

illustration graphs. 
 
 

II. RELATED WORK 
2.1. Cloud Privacy and Security 

Cloud computing has raised a range of important privacy and security issues. Such issues are due to the 

fact that, in the cloud, users’ data and applications reside—at least for a certain amount of time—on the cloud 

Cluster. Concerns arise since in the cloud it is not always clear to Individuals  

ABSTRACT: 
 Cloud computing enables highly scalable services to be easily consumed over the Internet on 

an as-needed basis. A major feature of the cloud services is that users’ data are usually processed 

remotely in unknown machines that users do not own or operate. While enjoying the convenience 

brought by this new emerging technology, users’ fears of losing control of their own data (particularly, 

financial and health data) can become a significant barrier to the wide adoption of cloud services. To 

address this problem, in this paper, a novel highly decentralized information accountability framework 

to keep track of the actual usage of the users’ data in the cloud. In particular, an object-centered 

approach that enables enclosing our logging mechanism together with users’ data and policies. 

Leverage the JAR programmable capabilities to both create a dynamic and traveling object, and to 

ensure that any access to users’ data will trigger authentication and automated logging local to the 

JARs. To strengthen user’s control, provide distributed auditing mechanisms. Extensive experimental 

studies that demonstrate the efficiency and effectiveness of the proposed approaches.  
 

KEYWORDS: Cloud computing, accountability, data sharing   
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why their personal information is requested or it will be used or passed on to other parties. Their basic 

idea is that the user’s private data are sent to the cloud in an encrypted form, and the processing is done other 

encrypted data. The output of the processing is deobfuscated by the privacy manager to reveal the correct result. 

The author’s present layered architecture for addressing the end-to-end trust management and accountability 

problem in federated systems. The authors’ focus is very different from ours, in that they mainly leverage trust 

relationships for accountability, along with authentication and anomaly detection. Further, their solution requires 

third-party services to complete the monitoring and focuses on lower level monitoring of system resources. The 

authors propose the usage of policies attached to the data and present logic for accountability data in distributed 

settings. Crispo and Ruffo proposed an interesting approach related to accountability in case of delegation.  It is 

mainly focused on resource consumption and on tracking of sub jobs processed at multiple computing nodes, 

rather than access control. 

 

2.2. Self-Defending Objects 

Self-defending objects are an extension of the object-oriented programming paradigm, where software 

objects that offer sensitive functions or hold sensitive data are responsible for protecting those functions/data. 

Similarly, extend the concepts of object-oriented programming. The key difference in our implementations is 

that the authors still rely on a centralized database to maintain the access records, while the items being 

protected are held as separate files. Provided a Java-based approach to prevent privacy leakage from indexing, 

which could be integrated with the CIA framework proposed in this work since they build on related 

architectures.  

 

2.3. Proof-Carrying Authentication 
The PCA includes a high order logic language that allows quantification over predicates, and focuses 

on access control for web services. While related to ours to the extent that it helps maintaining safe, high-

performance, mobile code, the PCA’s goal is highly different from our research, as it focuses on validating code, 

rather than monitoring content. Another work is by Mont et al. who proposed an approach for strongly coupling 

content with access control, using Identity-Based Encryption (IBE) .We also leverage IBE techniques, but in a 

very different way. We do not rely on IBE to bind the content with the rules. Instead, we use it to provide strong 

guarantees for the encrypted content and the log files, such as protection against chosen plaintext and cipher text 

attacks.  

 

III. SYSTEM MODEL 
3.1. Data Owner Configuration Phase 

In this module every data owner must register their details in the cloud server. And Cloud server 

establishes the public key and private key access policy using IBE scheme. Finally the cloud server distributes 

the secret key to the data owner. Cloud server stores the data owner details in the data store as a entity (it is key 

object model). It is persistence storage 

 

Register ( IBE Scheme )

Data+Log file

Upload

Register

Get Data

Log file
Push/Pull 

Mode

Key

Auditing

log file

Cloud Server
Data Owner

User  
Fig 1: Overview architecture 
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3.2. Data Uploading in Cloud Server. 

After configuration process completed data owner create the log file (it contain configuration details) 

and encrypt it using the secret key established by the cloud server to the particular data owner. Then load the 

owner data into encrypted log file. The owner data and log file is bounded or coupled together. 
 

3.3. User Configuration Phase  
In this module every user must register their details and account details in the cloud server. And Cloud 

server establishes the public key and private key access policy using IBE scheme. Finally the cloud server 

distributes the secret key to the user. Cloud server stores the user details in the data store as a entity (it is key 

object model). When the user request to get the data from the cloud server, the user get data with log file. This 

log file store the user session details and finally this log file send to data owner.  
 

3.4. Auditing Phase. 

In this module log harmonizer is used to perform the auditing work. This is maintained in the data 

owner. Data owner gets the log file information from the cloud server and user separately and decrypts the log 

files using the secret keys of data owner, and passes decrypted log files into the log harmonizer. Finally auditing 

process is conducted. 

 

IV. EXPERIMENTAL RESULT 

This experiment the time taken to create a log file and then measure the overhead in the system. With 

respect to time, the overhead can occur at three points:  during the authentication, during encryption of a log 

record, and during the merging of the logs. 

                                                        

 
 

Fig 2: This result shows that time to create log files of different sizes. 

 

 
 

Fig 3: This result shows that time to merge log files 
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Fig 4: This result shows that size of the logger component. 

 

V. CONCLUSION 
Innovative approaches for automatically logging any access to the data in the cloud together with an 

auditing mechanism. The data owner to not only audit his content but also enforce strong back-end protection if 

needed. Moreover, one of the main features of our work is that it enables the data owner to audit even those 

copies of its data that were made without his knowledge. In future plan to refine our approach to verify the 

integrity of the JRE and the authentication of JARs. For example, investigate whether it is possible to leverage 

the notion of a secure JVM being developed by IBM. This research is aimed at providing software tamper 

resistance to Java applications. Design a comprehensive and more generic object-oriented approach to facilitate 

autonomous protection of traveling content. To support a variety of security policies, like indexing policies for 

text files, usage control for executables, and generic accountability and provenance controls.  
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I. INTRODUCTION 
 The rapid growth and deployment of the technologies drive users to exploit them in many different 

applications to facilitate and promote the systems management as well as reducing the overall cast. This paper 

introduce the merge of these technologies to show the advantages of such integration. To accomplish such 

integration, systems are designed to perform the different tasks according to the required functions that were 

well-specified. This work is parting into certain manner to facilitate the transmission of controlling signal. In 

contrast to the previous studies [1],the paper is used PC instead of microcontroller to increase the span of user 

mobility, strengthen the security process so as to enhance the control process to be performed by an authorized 

users, and add more interface circuits to make used of more interfaced devices as flexibility feature.In this work, 

a remote secured control devices is presented to control motor, valve, lever, and siren. These devices are only an 

example to prove that the controlling signal can be originated in the transmitter and passed through the system 

to the controlled devices such as home appliances. The remote control of multi-devices is carried out through 

the cellular mobile telephones and PC. The cellular mobile telecommunication technology introduces both the 

transmitter and receiver where the transmitter is used by the user or the controller and the receiver unit is reside 

with the controlled devices. 

II. SYSTEM STRUCTURE 
 The system components is structured in two principal categories to assist in maintaining, interfacing 

more devices, testing, and modification: 

 Hardware  

 Software 

 

 The hardware of the system revealed the performance mechanism of each part as well as to smooth the 

track of the controlling signal. It grouped into four phases as shown in fig. 1: controlling signal generator and 

receiver, processing unit, interface circuit, controlled devices. The system is integrated from the services point 

of view. The integration of system is due to the state transition flow of the control signal to achieve appropriate 

control process. Accordingly, the hardware implementation of the system is structured properly to make a route 

of the control signal from the user through the system to the controlled devices directly and smoothly. 

 

 

 

 

ABSTRACT 
 In this paper, the integration or merge of technologies is presented to aid in reducing men-

hands within the system as a total cost reduction especially in the industrial sectors as well as 

developing systems to comply with a running requirements instead of reengineering. The controlling 

system is regarded as a flexible tool to develop a way of traditional controlling technique. The 

structure of system is divided into three different functional parts which are: cellular mobile network, 

PC, and interface circuits to show, clarify, and make ease of the controlling signal transition from the 

user to the controlled devices. In addition, for well-designed process, interface circuits are utilized to 

enhance and boost the controlling signal. PC is the heart of the controlling process due to the reside 

program that decode and manipulate the incoming controlling signal from user to assist in making 

appropriate decision. The integration of technologies include both cellular mobile network and PC. 

Utilization of this integration or merge cause to accelerate decision making, and reduce men hand 

within the system as a total cost minimization.  

 

KEYWORDS: Controlling Signal, mobile network, DTMF, interface circuit, controlled devices 
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III. HARDWARE 
1. The Controlling Signal  
 The cellular mobile network represents the source of controlling signal that should be received by the 

controlled devices. It partially consists of the physical equipment, such as the radio transceiver, digital signal 

processors, and air interface as well as signaling scheme (dual tone multi-frequency, DTMF). The DTMF signal 

is the sum of two tones, one from a low group (697-941Hz) and one from a high group (1209-1477Hz) with 

each group containing four individual tones to allow for 12 unique combinations [10]. 

 

2. MT8870 Receiver 
 It is an integrated IC characterized with low power consumption, adjustable acquisition and release 

time, power down and inhibit mode, single 5v power supply, and dial tone suppression. It consists of band split 

filter and decoder functions with few external passive components to achieve design flexibility. External low 

cost 3.58 MHz color burst crystal is used to synchronize the information transmission and to provide a power 

down option which, when enabled, drops consumption to less than 0.5 mW[11].The DTMF receiver is defined 

generally into three functional stages. First, the interface stage, is carried out through (RC) passive components 

to block dc components control signal gain. Second, the integrated DTMF receiver itself where the transmitting 

system signals can be processed as state transition flow for each specific signal delivered through the interface 

stage. Third, the output control logic[5]: 

 

3. The Processing Unit  
 The exploitation of computers in this work made most of the operational and maintenance aspects of 

the system easy, feasible, and flexible. The PC program software is well-interfaced with the user and controlled 

devices.  The predefined process that aid in making an appropriate decision of the controlled devices is done in 

turbo C++ language for both easy concepts and applications.  

 

4. The Interface Circuits 
 The interface circuits are used to boost signal transition in between different phases. Here, DB25 male 

connector, HD 74LS373, and ULN2803A are used. The DB-25 male connector is used for device control and 

communication through software program.It consist ofdata, control, and status lines to be used as input/output 

buses. these lines are connected to relevant registers as stated in table 2.[7].Toboost the signal level to drive the 

devices, the ULN2803A is used. The HD74LS373 is 8-bit register features totem-pole three-states output 

designed specifically for driving highly capacitive or relatively low-impedance loads. The ULN2803A is 

designed for general purpose applications with a current limit circuits. It consist of eight Darlington 

transistorswith common emitters and internal suppression diodes for inductive loads. Each Darlington features a 

peak load current rating of about 500mA and can resist at least 95V in the off state[9]. 

 

Table 1: Parallelport address 

 

Register LPT1 LPT2 

Data register(base address0) 0x378 0x278 

Status register(base address+1) 0x379 0x279 

Control register(base address+2) 0x37a 0x27a 

 

5. The load  
 The controlled devices can be any low current devices such as zener diode for TTL circuits, relays, solenoids, 

stepper motors, magnetic print hammers, multiplexed LED and incandescent displays, and heaters[7]. In this 

case: dc motor, valve, lever, and siren circuit are used. 

 

IV. The Design Concepts 

 For more simplification, both fig. 1 and table 2 are clarifying the concepts of design and the flow of the 

logical control signal sequences in between the user and devices via a communication channel. To fulfill such 

process, two mobile phones are used to transmit and receive data according to the network requirements.  
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Figure 1 The pins configuration of mobile phone based multi-devices secured control system 

 
 

1. The Cellular Mobile Network 
 In this circuit, the controlling signal is sent by the cellular mobile phone no.1 to the cellular mobile 

phone no.2 which is located together with the DTMF controller circuit[12],[2].Through this process, the mobile 

phone network performed all the security issues such as authentication, confidentiality, anonymity, and 

integrity[6],[3].The output of the cellular mobile phone no.2 is then directed via a coupling capacitor to the 

DTMF decoder circuit 

 

Table 2: Thepins configurations of the system structure components 

 

Keypad 8870 DB25 74373 2803 Controlled 

Devices out In out In out In out in out 

0 2 11 13 2 3 2 1 18 Motor 

1 3 12 12 3 4 5 2 17 Valve 
2 - 13 11 4 7 6 3 16 Lever 
3 - 14 10 5 8 9 4 15 Siren 
4 - - - 6 13 12 5 14 - 

5 - - - 7 14 15 6 13 - 

6 - - - 8 17 16 7 12 - 

7 - - - 9 18 19 8 11 - 

8 - - - - - - - - - 

9 - - - - - - - - - 

 

2. MT8870 DTMF Receiver 

 In the first stage of the DTMF receiver, the incoming controlling signal that comes from far distant 

mobile station no.1 up to the mobile station no.2 represents the input conditions to the integrated MT8870 

DTMF receiver through the RC adjustable gain circuit to set the signal according to the application 

requirements. Such a function is done inside the MT8870 by the buffer circuit which is represented by 

operational amplifier providing a unity gain and buffer the other input components from incoming into the 

DTMF receiver circuit. Then, the buffer circuit followed by the band pass filter which is minimize the incoming 

signal bandwidth. 
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 This filter is succeeded by splitting circuit to feed high and low pass filters to drive a digital detect 

circuit through high gain comparators which are limiting the signal to prevent detection of unwanted low level 

signal. The digital detection circuit consist of digital counting technique to determine the frequencies of the 

incoming signal and to verify that the incoming signal components correspond to standard DTMF 

frequencies[11]. So, a valid DTMF signal decoded to yield the output combinations as Q1 – to - Q4.[13]. 

 

 The scenario that the system has to carry out sequentially depends upon the controlling signal that sent 

from user. The controlling signal is a combination of just decimal numbers: 

 The operating software has to first put all the controlled devices in an idle state when starting. 

 The Turbo C++ received only the correct password and initialized the system  

 Reading the received signal from the user through the mobile phone no.1 as an output of the MT8870 

DTMF at the relevant address of the parallel communication port. 

 Reacting to the incoming signal as appropriate decision to drive specific device. 

 Showing the device states as indicator of control process actions to reflect that the functions are performed 

in specific and well manner according to the codes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2the program flow chart 
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V. RESULTS AND DISCUSSION 
 The system is carried out perfectly according to the codes and resulted in good performance as stated 

before. But, there are several constrains that affect the operation of the system negatively. These constrains are 

due to the network performance which is affected by other uncontrollable parameters. These constrains are: 

 The network diverge mostly due to the environmental conditions. 

 Handoff process as the user moving to high densely populated area when in progress. 

The aforementioned constrains may tend to completely loss, block or drop the controlling signal. 

 

VI. CONCLUSION 
 In this paper, the mobile phone based multi-devices secured control system is presented. The control 

process is carried out securely and easily via both cellular mobile phones and PC. The exploit of technologies 

due to their rapid deployment and low cost, help in facilitating the controlling way or techniques as well as 

introducing many different advantages over traditional techniques. So, the transition of controlling signal 

through both cellular mobile network and PC to the controlled devices serve as developing tool to the security 

feature and enhance documentation, mentainance, and interfacing more devices to the system. Generally, the 

integration of technologies in this work is regarded as a flexible platform to the development. 
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I. INTRODUCTION 
 The 49Ti nucleus, with two protons and one neutron hole outside the doubly magic 48Ca, 

constitutes a very good test for shell-model calculations. The studies of gamma decay of 49Ti have been 

previously published in many works based on two ways: on accelerator and on reactor. The results on 50V(t, 

)49Ti, 50Ti(d, t)49Ti, 48Ca(, 3n)49Ti [6, 10] showed spin and parity of 49Ti ground state is 7/2- and compound 

state is 1/2+. Those results provided 05 MeV energy arrange. Activation of 48Ti by neutron is the method which 
is usually to do on the nuclear reactor. Those previously studies showed gamma rays, levels… more than 

research on accelerator [4, 7, 8]. The same results in two ways of study are agreed with spin and parity of 49Ti at 

compound state and ground state. Almost previous works used a Multi Channel Analysis (MCA) system to get 

experimental data that could not determine gamma cascade energy, intensity of a pair of gamma cascades which 
were determined by Ritz algorithms.The lifetime of these levels: 1381 keV (<5ps), 1585 keV (<11ps) and 1762 

keV (<14 ps) were determined [2], but high levels were incomplete. 

In this experiment, to get experimental data by gamma-gamma coincidence system which treats by SACP 

method therefore it reduced background effectively.    

 

II. THEORY 
 The intensity of gamma cascade is a function which depends on gamma width level: 
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In this experiment, the relative intensity of gamma cascade transfer was calculated: 
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ABSTRACT 
 The experiment was setup on the 3rd horizontal channel of Dalat nuclear reactor. The sample 

was activated by thermal neutron which is about 106 neutron/cm2/s. The gamma-gamma system is used 

to collect experimental data. The Summation of Amplitude Coincidence Pulses method (SACP) treats 

the experimental data. In this paper, the gamma cascades based on 48Ti(nth, 2 gamma)49Ti reaction. 

Event – event coincidence method got relative intensity, gamma ray energy directly, and the gamma 
cascades collected directly as well. Since then, the transition probabilities and some intermediate 

quantum characteristics are splitted and determined. The single particle model is applied to treat the 

results. The advantage of this method is that it allows determining a pair of the transitions and the 

intermediate levels directly. The branching ratios of such gamma transitions are used to calculate the 

partial gamma width, the total gamma width, lifetime of level. Besides, the transition strengths have 

been calculated for gamma transitions.  
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i
S

 

is the calibrated area of ith peak in the cascade transfer. 

If Jπ is spin and parity of the ground state of nucleus, the spin and the parity of the compound nuclear as 

capturing neutron (s wave neutron capture) are ability Jπ ±1/2. Because the lifetime of nuclei at excited states is 

very short, gamma radiations emitted from compound nuclei are usually electric dipole (E1), magnetic dipole 

(M1), electric quadruple (E2) or a mixture of M1 + E2. Selection rules for the multiple order of radiation are 

identified by: 

 |Ji - Jf| ≤ L ≤ Ji + Jf (3) 

here, L is multiple order, Ji is the spin of the initial state, Jf is the spin of the final state. 
When the electromagnetic transfer, the parity is conservative:  

 if = 1 (4) 

i is the parity of initial level, f is the parity of final level  is the parity of gamma ray.  
For electric transfer:  

 ( 1)
L


    (5) 

For magnetic transfer:  
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The total gamma width (Гγ) of an excited state of a certain mean lifetime (τm) is given by: 
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where ħ is the Dirac constant = 0.658212 × 10-15 eV.s and t1/2 is lifetime of level. 

If two or more γ-rays de-excited from the same state, then the partial gamma width of ith gamma transition (Гγi) 

is: 

 Гγi = Гγ×Bγi  (8) 

where Bγi is the branching ratio of ith gamma ray, and it is obtained from the following equation: 
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here, Iγi is the intensity of ith gamma transition and Itot is the total intensity. 
From the total gamma width, we can calculate the transition strengths of E1, M1 and E2. 

Components of the gamma rays are defined by the following [5]:  
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where, ( E , M ( L )) is the partial gamma width of electric transfer, magnetic transfer, L is multiple orders. In 

Weisskopf units can be obtained from the following relations in equations: 
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where, A represents the mass number of the nucleus and Eγ is the energy of the gamma transitions in keV units. 

 

III.    EXPERIMENT AND METHOD 
 Experimental sample is natural titan. The isotope ratio of the titan samples and thermal neutron 

capture cross sections are: 46Ti (8.25%; 0.600 barn), 47Ti (7.44%; 1.600 barn), 48Ti (73.72%; 7.900 barn), 49Ti 

(5.41%; 1.900 barn) and 50Ti (5.18%; 0.179 barn), respectively [1].The neutron beam, sample and detector were 

set up for maximum efficiency of gamma detection. In this experiment the sample is set at 45o from neutron 
beam, two detectors are placed opposite (180o) with each other. The thermal neutron flux at sample position was 

about 106 n/cm2/s. Cadmium coefficient is 900 (1 mm in thickness). 

 The experimental system was a gamma – gamma coincidence spectrometer with the event-event 

counting method, as shown in Fig. 1. The operating principle was briefly described as follows: The signals from 

two detectors were amplified and shaped by the amplifiers (Amp. 7072A), that convert the output signals from 

the amplifiers to digital signals when the conditions of 7811R interfacing part are satisfied. Timing signals from 

the two detectors were amplified and shaped by Timing Filter amplifiers (TFA 474). The output signals from 
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TFA 474 went through the Constant Fraction Discriminators (CFD 584). There were two output signals from the 

CFDs, one was directly sent to Start input and the other was delayed before coming to Stop input of TAC 566. 

The linear output signal of TAC went to the input of ADC 8713, and the valid convert used for control of three 
coincidence gates of ADCs. ADC 8713 was used for the timing channel while two other ADCs 7072 were used 

for the energy channels.  

  
Fig. 1. The experimental system for gamma-gamma coincidence measurement [9]  

 

IV. RESULTS AND DISCUSSION 

Energy, relative intensity, spin, the intermediate level of two-step cascade transfer 

The time for titan sample measurement was about 300 hours. The numbers of event – event coincidence are 

about 30106 events, the statistic counts of sum peak at Bn (Bn: neutron binding energy) are about 12000. Table 
1 showed information of sum peaks, Fig. 2 is a part of sum spectrum of 49Ti. 

 

Table 1. The information of sum peaks 

No 
Sum peak energy  

(keV) 

Final level  

(keV) 

Spin and parity  

of final level 

1 8142.50 0 7/2- 

2 6761.08 1381.42 3/2- 

3 6419.04 1723.46 3/2- 

4 3260.38 0 7/2- 

5 3175.64 0 7/2- 
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Fig. 2. A part of sum spectrum 
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Table 2. Some experimental data obtained from the 48Ti(n ,2)49Ti reaction 
 

E1(keV) EL (keV) E2 (keV) I (I) (%) 

E1+E2 = 8142.50 keV, Ef = 0 keV 

6761.08(101) 1381.42 1381.42(070) 46.300(269) 

6556.06(079) 1586.44 1585.44(083) 5.919(312) 

E1+E2 = 6761.08 keV, Ef = 1381.42 keV 

6419.04(078) 1723.46 341.29(050) 4.145(437) 

4966.86(098) 3175.64 1793.47(089) 2.703(213) 

4713.83(122) 3428.67 2046.50(092) 0.494(104) 

4353.78(133) 3788.72 2405.54(105) 0.468(231) 

3920.73(164) 4221.77 2839.60(121) 1.561(311) 

3026.62(135) 5115.88 3733.71(156) 2.626(376) 

E1+E2 = 6419.04 keV, Ef = 1723.46 keV 

3920.73(164) 4221.77 2498.55(113) 0.999(102) 

3475.68(164) 4666.82 2943.61(132) 2.175(78) 

3026.62(135) 5115.88 3389.66(154) 1.045(94) 

E1+E2 = 3260.38 keV, Ef = 0 keV 

1498.43(077) 1761.95 1761.46(071) 10.203(167) 

1674.45(054) 1585.93 1585.44(083) 2.292(134) 

E1 + E2 = 3175.64 keV, Ef = 0 keV 

1793.47(089) 1381.67 1381.42(070) 7.324(209) 

Note: E1 (keV) is the energy of primary gamma rays; E2 (keV) is the energy of the secondary gamma rays; EL 

(keV) is the energy of the intermediate level; I (%) and I (%) is intensity and intensity error of cascade 
gamma transfer. 

 

Gamma width and transition strength 

 From the experimental data of gamma intensity and electromagnetic transfer selection, the lifetime 

level, width level and gamma transition strength were calculated for some levels of 49Ti nucleus at compound 

state as capturing neutron. The result showed on the table 3. 

 

Table 3.  The lifetime, width level, spin and transition strength of some level 

 

Level 
(keV) 

t1/2 
(s) 

Гγi 
(eV) 

E 

(keV) i f
J J
 
  

i f
J J
 
 [3] 

Transition Strength 

2

M ( E (1)  
2

M ( M (1)  
2

M ( E ( 2 )  

8142.50 4.89599E-16 1.34 

6761.08 1/2+3/2- 1/2+3/2- 1.48 --- --- 

6556.06 1/2+3/2- 1/2+3/2- 11.62 --- --- 

6419.04 1/2+1/2- 1/2+1/2- 16.39 --- --- 

4966.86 1/2+1/2- 1/2+1/2- 24.99 --- --- 

3920.73 1/2+1/2- 1/2+1/2- 27.02 --- --- 

3475.68 1/2+1/2- 1/2+1/2- 1.48 --- --- 

3026.62 1/2+1/2- 1/2+1/2- 0.06 --- --- 

4713.83 1/2+1/2+ 1/2+3/2- --- 14.92 --- 

4353.78 1/2+1/2+ 1/2+3/2- --- 20.40 --- 
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5115.38 6.67683E-16 0.99 

3733.71 1/2-3/2- 1/2-3/2- --- 1.40 --- 

3389.66 1/2-3//2- 1/2-3/2- --- 3.52 --- 

4221.27 1.64314E-15 1.60 
2839.60 1/2-3/2- 1/2-3/2- --- 1.64 --- 

2498.55 1/2-3/2- 1/2-3/2- --- 2.56 --- 

3260.08 8.65394E-15 0.08 
1674.45 1/2-3/2- 1/2-3/2- --- 5.51 --- 

1498.43 1/2-3/2- 1/2-5/2- --- 1.27 --- 

 

In this result, spin and parity of some levels are different from LANL [3]. Especially, two gamma rays: 4713.83 

keV and 4353.78 keV emitted from Bn to intermediate level, they are not electronic dipole, and they must is 

magnetic dipole. The results used to calculate the single particle model of nuclei which compares to 

experimental data. Thus, we conclude that 49Ti nucleus can be explained by the single particle model. A 

comparison of ratio between theoretical result with experimental result is about 12 times (for electronic dipole), 
while the ratio between theoretical result with experimental result is about 1.3 times (for magnetic dipole). 

 

V. CONCLUSIONS 

 By the empirical study of the cascade transfers of 
49

Ti nucleus from 
48

Ti(n, 2)
49

Ti reaction, we 
measured 14 pairs of cascade transfer and arranged into nuclear scheme; in addition, the relative intensities of 

the transfers were presented. Using the rules of calculation of spin and parity, the possible spin and parity were 

calculated for experimental levels. The spins, the parities were uptodated for unsuitable levels. The results also 

are showed lifetime level, width level and gamma transition strength of some levels. 
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I. INTRODUCTION 
Biometrics refers to methods for uniquely recognize humans, based one or more intrinsic physical or 

behavioral traits.  Handwritten Signature is an example of a behavioral feature and the term which has come to 

general acceptance for this class of biometrics is ‘behavior metrics’.  Signatures stand as the most accepted form 

of personal identification for bank transactions, credit card and most of the other routine billing systems [1]. 

Signature has been a distinguishing feature for person identification through ages. Even today an increasing 

number of transactions, especially financial, are being authorized via signature, hence methods of automatic 

signature verification must be developed if authenticity is to be verified on a regular basis. Approaches to 

signature verification fall into two categories according to the acquisition of the data: On-line and Off-line.  On-

line data records the motion of the stylus while the signature is produced, and includes location, and possibly 

velocity, acceleration and pen pressure, as functions of time [2].  

 

An off-line or a Static Signature Verification (SSV) System takes in the scanned image of the 

signatures and extracts certain features for initial steps of processing before it is given as input to the verification 

system [3].  Online systems use information captured during acquisition. These dynamic characteristics are 

specific to each individual and sufficiently stable. Off-line data is a 2-D image of the signature.  Processing Off-

line is complex due to the absence of stable dynamic characteristics.  Difficulty also lies in the fact that it is hard 

to segment signature strokes due to highly stylish and unconventional writing styles. The non-repetitive nature 

of variation of the signatures, because of age, illness, geographic location and perhaps to some extent the 

emotional state of the person, accentuates the problem. A robust system has to be designed which should not 

only be able to consider these factors but also detect various types of forgeries [4, 5]. The system should neither 

be too sensitive nor too coarse.  It should have an acceptable trade-off between a low False Acceptance Rate 

(FAR) and a low False Rejection Rate (FRR). The rest of the paper is organized as preprocessing is described in 

section 2.  Offline signature database is described in section 3.  Section 4 is explains the extraction of 

parameters.  Section 5 deals with implementation details and simulation of results followed by conclusion.     

 

II. PREPROCESSING 
 Preprocessing involves removing noise, smoothing, skeletonization, space standardization and 

normalization. 

2.1 Noise Removal 
The goal of noise removal is to eliminate the noise.  The Imperfection in the scanner intensity of light, 

scratches on the camera scanner lens introduces noises in the scanned signature images. For this noise reduction 

filtering function is used to remove the noises in the image.  The Gaussian filter is used for the noise removal. 

Since Gaussian function is symmetric, smoothing is performed equally in all directions, and the edges in an 

image will not be biased in particular direction.  The signature before and after removal of noise are as shown in 

the Figure 1 (A) and (B) respectively. 

ABSTRACT: 
 This paper describes an approach for signature is an offline environment based on Maximally 

Stable Extremely Regions (MSER) features. MSER features are the parts of the image where local 

binarization is stable over a large range of thresholds. We discuss a system designed using geometric 

and MSER based feature which provides efficient recognition for offline signature.   

KEYWORDS: Signatures, Centroid, FAR, FRR, MSER, TAR, TRR. 
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Figure 1. (A) Noisy signature Image (B) Preprocessed Image 

2.2  Smoothing  

The edge feature demonstrates the border line of the image, in this research the figure 2 (A) described 

the edge feature of the image which demonstrates the border point of the image. For the preprocessing we 

concentrated toward special domain image enhancement such as histogram, on the basis of this histogram 

behavior we understand the nature of signature as noisy or not.  The figure 2(B) describes the histogram feature 

of signature image.   

  

 
 

Figure 2. (A) Edge feature of the signature (B) Histogram of the signature 

2.3    Skeletonization 

A simplified version of the skeletonization technique described by Lam and Suen (1991) is used. The 

simplified algorithm used here consists of following three steps: 

Step 1: Mark all the points of the signature that are candidate for removing black pixel. 

Step 2:   Examine one by one all of them, following the contour line of the signature image, and remove these as 

their removal will not cause a break in the resulting pattern. 

Step 3:  If at least one point was deleted go again to step 1 and repeat the process once more. 

 

2.4  Standardization and normalization. 

It is supposed that the features of the process of signing originate from the intrinsic properties of human 

neuromuscular system which produces the aforementioned rapid movements.  Knowing that this system is 

constituted by a very large number of neurons and muscle, fibers is possible to declare based on the central limit 

theorem that a rapid and habitual movement velocity profile tends toward a delta-log normal equation [7].  This 

statement explains stability of the characteristics of the signature.  Thus, the signature can be treated as an 

output of a system obscured in a certain time interval necessary to make the signature.  This system models the 

person making the signature [6].Normally any person while putting his signature uses an arbitrary baseline. The 

positional information of the signature is normalized by calculating an angle θ about the centroid (x, y) such that 

rotating the signature by θ brings it back to a uniform baseline. The size normalization in the offline signature 

recognition is very important because it create a common platform for image comparison.  In this paper the 

database as scanned image files in jpg format with standard size of 200 × 100 pixels. 
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The choice of features depends on the parameters by which the classification needs to be done. The relevant 

features used by the classification are listed below 

i) Centroid:  This feature gives the row and column of the centre of mass in the logical matrix. 

ii) Length and Width:  Length and width of the signature in the 200 × 100 pixels image box.  

 This involves finding the best fit rectangular box for the signature and calculating the actual length and 

width of this rectangle in pixels. The size normalization using the best fit image is described in figure 3. 

 

 
Figure 3. The best fit image box. 

 

III. DATABASE DESIGN 
This research contributed towards the creation of offline signature database. The signatures are 

collected using either black or blue ink, on a white A4 sheet of a paper, with forty signatures per page from 

thirty four volunteer. Using MF4350D scanner the scanner the four signatures are digitized, with 300-dpi 

resolution in 256 grey levels.  The volunteer selected are from students of Department of Computer science and 

Information Technology,   Dr.  Babasaheb   Ambedkar Marathwada University.  The 16 subject are from 20-25 

age group and 18 subjects are in the 25-30 age group.  The total size of dataset is 1360. The signatures are stored 

in the offline database is scanned image files in jpg format with standard size of 200 × 100 pixels. The basic 

preprocessing operations include the spatial alignment of the image, followed by binarization, which converts 

the image files into logical matrices and finally a skeletonization process that extracts the thin path or contour of 

the signature. 

 

 

IV. FEATURE EXTRACTION 
The choice of a powerful set of feature is crucial in signature recognition systems. The features used 

must be suitable for the application and for the applied classifier. In this system, maximally Stable Extremely 

Region (MSER) features are used such as grid features and global features. The global features provide 

information about specific cases concerning the structure of the signature grid feature. This method of extracting 

a comprehensive number of corresponding image elements contributes to the wide-baseline matching, and it has 

led to better stereo matching and object recognition algorithms. The original algorithm is proposed by Mates [9] 

is in the number   of pixels.  It proceeds by first sorting the pixels by intensity. This would take time, using 

BINSORT.  After sorting, pixels are marked in the image, and the list of growing and merging connected 

components and their areas is maintained using the union-find algorithm. This would take   time. In practice 

these steps are very fast. During this process, the area of each connected component as a function of intensity is 

stored producing a data structure. A merge of two components is viewed as termination of existence of the 

smaller component and an insertion of all pixels of the smaller component into the larger one. In the extremely 

regions, the  'maximally stable'  ones are those corresponding to thresholds where the relative area change as a 

function of relative change of threshold is at a local minimum, i.e. the MSER are the parts of the image where 

local binarization is stable over a large range of thresholds[8][10]. 

 

The component tree is the set of all connected components of the thresholds of the image, ordered by 

inclusion. Efficient (quasi-linear whatever the range of the weights) algorithms for computing it do exist [11]. 

Thus this structure offers an easy way for implementing MSER [12]. The steps for MSER feature extraction are 

as follows [13]. 

 Sweep threshold of intensity from black to white, performing a simple luminance Thresholding of the 

image 

 Extraction of the  connected components (“External Regions”)  

 Find a threshold when an extremely region is “Maximally Stable”, i.e. local minimum of the   relative 

growth of its square.  
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 Approximation of a region with an ellipse.  

 Creation of feature vector of region description. 

The border (corner) point of the signature play an important role for the identification of signature match 

area, the figure 4 (A) described the corner point detection of the signature. The Extracted MSER feature of 

signature is described in figure 4 (B). 

 
 

Figure 4.  (A) The corner point detection of signature recognition   (B) Extracted feature of signature using 

MSER 

 

V. EXPERIMENTAL RESULT 
 The Centroid function is calculated in preprocessing because of fully understanding the descriptor 

which is based on centroid distance function. The position of the centroid, the center of gravity, is fixed in 

relation to the shape. The shape in this particular context is a binary image. The centroid can be calculated by 

taking the average of all the points that are defined inside a shape. Under the assumption that our shape is 

simply connected, we can compute the centroid simply by using only the boundary points. The centroid is 

having unique values which are arises as Mean X and Mean Y. The length and width are also responsible for 

morphological feature in the matching of the signature. The detail Numerical results of Centroid X, Centroid Y, 

Height and width are discussed in table 1. 

 

Table 1. The centroid of the test sample 
 

Sr. No Sample  Centroid X Centroid  Y Height Width  

1 Signature 1 111 100 199 231 

2 Signature 2 282.506 124.997 249 564 

3 Signature 3 166.5 102.5 204 332 

4 Signature 4 62.5 42.5 84 124 

5 Signature 5 40 33 65 79 

6 Signature 6 53.5 34.5 68 106 

7 Signature 7 49.5 32.5 64 89 

8 Signature 8 168 81.5 162 335 

9 Signature 9 121 100 199 241 

10 Signature 10 219 128.5 256 437 

 

We are extracted the feature using MSER technique. The graphical representation of Extracted feature of 

signature using MSER is presented in figure 5. 

 

 
Figure 5.  Graphical representation of extracted feature using MSER  
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The MSER feature is the combination of the centroid, Axes location, orientation as well as pixel list point, so 

detail MSER feature set are described in table 2. 
 

Table 2.  The Extracted MSER Feature of signature  

 

Feature Centroid Axes Orientation 

 

Pixel point 

 

 Min Max Min Max  Min Max 

1 123.41 545.61 5.7696 8.7965 -1.2460 120 548 

2 175.15  416.37 416.56 79.21 -1.2054 134 429 

3 173.94  416.37 22.67 79.21 -1.3972 132 431 

4 162.17 232.28 30.84 90.05 0.2338 101 256 

5 159.62 232.97 30.98 118.71 0.2535 81 258 

6 214.41 224.30 6.5997 26.77 0.2153 210 237 

7 190.94 243.29 3.7177 31.4282 0.1891 178 246 

8 224.02 244.08 6.9389 18.4363 0.2714 221 253 

9 219.79 233.36 7.1262 99.3435 0.3355 176 256 

10 169.80 229.51 29.9482 147.67 0.2892 80 259 

 

Figure 6 [A] is represents the graphical match point of two different signatures on the basis of MSER feature.  

The graphical representation of match point of two different signature is describes in figure 6 [B]. 

 

 

 

 

Figure 6. The graphical representation of matching of two [A] same signature [B] Different signatures 

 

The match point such as location, scale and orientation of single signature is described in table 3.   

 

Table 3. The Match Feature of signature  
 

Match point Location Scale Orientation 

 Min Max   

1 190.94 243.29 1.600 1.7280 

2  169.80 229.51 8.2667 1.8837 

3 1.8540 258.73 2.1333 2.0377 

4 163.77 292.35 1.6000 2.2402 

5 163.77 292.35 1.6000 2.2402 

6 153.66 303.32 1.8867 2.3237 

7 153.66 303.32 1.8867 2.3237 

8 292.52 274.05 1.600 1.7948 

9 200.01 355.60 2 1.9420 

10 200.01 355.60 2 1.9420 
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Table 4. Template of signature for Training the system 
 

Sr. No Sample  Mean Std 

1 Subject 1 246.8304 23.7681 

2 Subject 2 240.4696 34.3885 

3 Subject 3 238.6819 22.1952 

4 Subject 4 246.7398 19.153 

5 Subject 5 249.4727 14.059 

6 Subject 6 250.3945 18.7765 

7 Subject 7 243.2835 16.9837 

8 Subject 8 241.8306 25.5672 

9 Subject 9 243.9682 22.0494 

10 Subject 10 239.3624 27.3068 

 

4.1 Performance parameters  

 Performance Analysis of the system includes an evaluation of all possible errors – False Acceptance 

and False Rejection give a fairly good idea of the efficiency for verification. The True Acceptance Rate (TAR) 

and the True Rejection Rate (TRR) are the correct-classification rates.  

 

a) False Acceptance Rate(FAR) 

 The false acceptance rate, or FAR, is the measure of the probability likelihood that the system will 

incorrectly accept an access attempt by an unauthorized user. A system’s FAR typically is stated as the ratio of 

the number of false acceptances divided by the number of identification attempts. 

 

b) False Rejection Rate (FRR) 

The false rejection rate (FRR), is the measure of the likelihood that the system will incorrectly reject an 

access attempt by an authorized user. A system’s FRR typically is stated as the ratio of the number of false 

rejections divided by the number of identification attempts.  

  

c) True Acceptance Rate (TAR) 

True Acceptance Rate (TAR) measures representation of the degree that the system is able to correctly 

match the information from the same person.  Researcher of the current era is attempting to maximize this 

measure. 

  

d) True Rejection Rate (TRR) 

True Rejection Rate (TRR) represents the frequency of cases when information from one person is 

correctly not matched to any records in a database because, in fact, that person is not in the database. Researcher 

is attempting to maximize this measure. 

 

The detail of False Acceptance rate and false rejection rate with appropriate matching are described in 

table 5.  The False Acceptance Rate and False rejection Rate counts for different individuals (40 samples each) 

are presented in Table 5.  

 

 Total accuracy is calculated by following formula:  

                                                                            Accuracy= 100-(FAR+FRR)/2 

The system result is compare to available statistics performance in the literature, in that the author got 

the highest accuracy as when FAR is 5.24 and FRR is 4.0 . The results are slightly improves as compare to other 

results. The system performance is the compare with the other system available in literature for offline signature 

recognition.  The proposed research attempted best accuracy as compared to reported result in literature [14, 15, 

16, 17, 18, and 19]. 
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Table 5.  False acceptance rate and false rejection rate for the system 

 
Test signature No. of toke 

passed 

FRR (%) FAR (%) Accuracy 

Subject 1 40 5 7.5 87.5 

Subject 2 40 7.5 0 80 

Subject 3 40 2.5 10 87.5 

Subject 4 40 5 2.5 90 

Subject 5 40 5 7.5 87.5 

Subject 6 40 2.5 7.5 90 

Subject 7 40 7.5 10 82.5 

Subject 8 40 2.5 2.5 95 

Subject 9 40 2.5 10 92.5 

Subject 10 40 0 5 95 

Average 40 4 5.25 95.374 

 

VI. CONCLUSION 
Signature is a behavioral biometric used to authenticate a person in day to day life. The paper gives in 

depth review of offline signature recognition systems.  The performance metrics of typical systems are 

compared along with their feature extraction mechanisms.  We have discussed the offline signature recognition 

on the basis of maximally stable extremely regions (MSER) feature extraction.  The MSER is the most robust 

and dynamic feature extraction technique in the computer vision.  The system is has reported accuracy of 

95.371% where FAR is 5.25 % and FRR are 4 %, which is higher than individual performance metrics. 
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I. INTRODUCTION 
 The ambient relative humidity changes the phase and microphysical and optical properties of 

hygroscopic atmospheric aerosols such as sulfates, nitrates and chlorides. These aerosols contribute the largest 

to the mass budget of fine atmospheric particles on a global basis [1-3]. These inorganic salt aerosols are 

hygroscopic by nature, thus their size, phase and subsequently the optical properties would be strongly 

influenced by their concentration and the ambient relative humidity (RH).As the ambient relative humidity (RH) 

changes, hygroscopic atmospheric aerosols undergo phase transformation, droplet growth, and evaporation. 

Phase transformation from a solid particle to a saline droplet usually occurs spontaneously when the RH reaches 

a level called the deliquescence humidity. Its value is specific to the chemical composition of the aerosol 

particle [4,5]. Since aerosols are far from being a single component, the question is how changes in relative 

humidity and changes in their concentrations influence the properties of natural aerosol mixtures, which can 

contain both soluble and insoluble components. Also most atmospheric aerosols are externally mixed with 

respect to hygroscopicity, and consist of more and less hygroscopic sub-fractions [6]. The ratio between these 
fractions as well as their content of soluble material determines the hygroscopic growth of the overall aerosol. In 

the natural environment the changes observed at a given wavelength are signs that measuring conditions have 

changed. These changes can be related either to an increase in RH or to a change in the aerosol concentration, 

though most often, both factors are present. Optical measurements at one single wavelength will not resolve the 

question whether the observed changes are caused only by the increased humidity or whether the additional 

aerosol particles have contributed to the changes. To be able to retrieve more accurate information about the 

aerosol mixtures, spectral measurements are needed.  

 

 The more spectral information available, the greater are the chances of getting a more realistic idea of 

the aerosol composition. To model droplet growth, information about water activity and density as a function of 

solute concentration is needed. The chemical and physical characteristics of aerosols are diverse and attempting 
to encompass such variability within a hygroscopic model is complex. By taking up water, particles grow in size 

ABSTRACT 
In this paper, the author extracted some microphysical and optical properties of urban aerosols from 

OPAC by varying the concentrations of water soluble at the spectral range of 0.25μm to 2.5μm and 

eight relative humidities (RHs) (0, 50, 70, 80, 90, 95, 98, and 99%).The microphysical properties 

extracted were diameters, volume mix ratio, number mix ratio, mass mix ratio and refractive indices 

while the optical properties are optical depth and asymmetric parameters all as a function of RHs. 

Using the microphysical properties, hygroscopic growth factors of the mixtures and their effective 

refractive indices were determined while using optical depth we determined its relation with RHs, the 

enhancement parameters and Angstrom parameters. The hygroscopic growths and enhancement 

parameters were then parameterized using some models to determine their relationship with RHs. The 

data fitted the models very well. The angstrom coefficients show that the mixtures have bi-modal type 
of distribution with the dominance of fine mode particles and the mode sizes increase with the increase 

in water soluble concentrations and RH. The relation of optical depth with RH shows improvement 

with the increase in water soluble but decreases with the increase in wavelengths. The asymmetric 

parameters show that hygroscopic growth enhances forward scattering at smaller wavelengths. 

 

KEYWORDS: microphysical properties, optical properties, hygroscopic growth, enhancement 

parameters, Angstrom coefficients, spectral range, water soluble. 
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and experience modifications to their refractive indices, which change their ability to interact with solar 

radiation. An aerosol may exist in a solid or liquid state or a combination of the two over a wide range of 

ambient conditions both in the sub and super saturated humid environment [7-10]. Thus, where possible, the 

ability to couple the chemical and physical characteristics to the equilibrium phase of the aerosol is the ultimate 

aim of any hygroscopic modeling approach. The cloud droplets and water in deliquesced aerosol particles 

provide an aqueous medium for chemical reactions, which can lead to a change in the chemical composition of 

the particles [11-15]. Additionally, depending on the chemical and physical compositions, aerosol hygroscopic 

growth with increasing relative humidity (RH) may lead to dramatic changes in its mass concentration, size 

distribution and corresponding optical properties, which could enhance the cooling effect of aerosols in the 
atmosphere by directly scattering more light radiation [16-20], or change cloud microphysical properties [21] by 

serving as cloud condensation nuclei (CCN) [22]. Particle hygroscopicity may vary as a function of time, place, 

and particle size [6,23,24]. Previous studies reported that different types of aerosol particles usually have 

distinct hygroscopic growth properties [25-27].Hand and Malm [28] indicated that the scattering coefficients of 

(NH4)2SO4 and (NH4)HSO4 aerosols could be enhanced by a factor of three when relative humidity is over 85%. 

Dust particles, dominant in coarse mode, are mostly insoluble [29], but they could also be hygroscopic when 

coated by sulfate or other soluble inorganic aerosols during transportation [30,31].  

 

 The hygroscopicity, are currently modeled in global climate models (GCMs), mostly to better predict 

the scattering properties and size distribution under varying humidity conditions [32]. Measured and modeled 

enhancement factors have been described in several previous studies, including studies on urban [33,34]. 
Jeong et al. [35] demonstrated an exponential dependence of the aerosol optical thickness on relative humidity. 

A strong correlation of spectral aerosol optical thickness with precipitable water, especially for continental air 

masses, was shown by Rapti [36]. A weaker dependence was observed for air masses of maritime origin. 

In this paper some microphysical and optical properties of urban aerosols were extracted from OPAC at the 

spectral wavelength of 0.25 to 2.50m, at relative humidities of 0, 50, 70, 80, 90, 95, 98 and 99% and varying 
the concentrations of water soluble. The microphysical properties extracted are diameters of the aerosols, 

number mix ratios, volume mix ratio, mass mix ratio and refractive indices. They were used to determine the 

hygroscopic and the effective refractive indices. The optical properties extracted are optical depth and 

asymmetric parameters. The optical depth was used to determine the angstrom parameters using power law and 

enhancement parameters. The angstrom coefficients are used determine the particles’ type and the type mode 

size distributions. One and two parameter models were used to determine the relationship between the 

enhancement parameter and hygroscopic growth with RH. The asymmetric parameters are used to determine the 

effects of hygroscopic growth and concentration of water soluble on forward scattering. The relationship 
between optical depth and RH was also determined as done by Jeong et al. [35] and Rapti[36]. 

 

II. METHODOLOGY 
The models extracted from OPAC are given in table 1. 

Table 1 Compositions of aerosols types [37]. 

 

Components Model A (Ni,cm
-3

) Model B (Ni,cm
-3

)  Model C (Ni,cm
-3

) 

Insoluble  1.50  1.50  1.50  

water soluble  15,000.00  25,000.00  35,000.00  

Soot  130,000.00  130,000.00  130,000.00  

Total 145,001.50  155,001.50  165,001.50  

 

Where (Ni,cm-3) is the number of particles cm-3, water soluble components, consist of scattering aerosols, that 

are  hygroscopic in nature, such as sulfates and  nitrates present in anthropogenic pollution, while water 

insoluble and soot are not soluble in water and therefore the particles are assumed not to grow with increasing 

relative humidity. 

The aerosol’s hygroscopic growth factor gf(RH), [6,20] is defined as: 

     (1) 

where RH is taken for seven values 50%, 70%, 80%, 90%, 95%, 98% and 99%. But since natural aerosols 

consist of mixtures of both the soluble and insoluble components, and more and less hygroscopic sub fractions, 

so information on the hygroscopicity modes was merged into an “over-all” hygroscopic growth factor of the 

mixture, gfmix(RH), representative for the entire particle population as: 

   (2) 
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where the summation is performed over all compounds present in the particles and xk represent their respective 

volume fractions, using the Zdanovskii-Stokes-Robinson relation [38-41]. Solute-solute interactions are 

neglected in this model and volume additivity is also assumed. The model assumes spherical particles, ideal 

mixing (i.e. no volume change upon mixing) and independent water uptake of the organic and inorganic 

components. 

Equation (2) was also computed using the xk as the corresponding number fractions [42,43]. 

We finally proposed the xk to represent the mass mix ratio of the individual particles though since mass and 

volume are proportional, but this will enable us to see the effect of hygroscopic growth on the density of the 

mixture. 
The RH dependence of gfmix(RH) can be parameterized in a good approximation by a one-parameter 

equation[44] as: 

    (3) 

Here, aw is the water activity, which can be replaced by the relative humidity RH, if the Kelvin effect is 

negligible, as for particles with sizes more relevant for light scattering and absorption. Particle hygroscopicity is 
a measure that scales the volume of water associated with a unit volume of dry particle [44] and depends on the 

molar volume and the activity coefficients of the dissolved compounds [45]. The coefficient κ is a simple 

measure of the particle’s hygroscopicity and captures all solute properties (Raoult effect), that is it is for the 

ensemble of the particle which can be defined in terms of the sum of its components. The κ values derived for 

particles of a given composition may vary, depending upon the size, the concentration and RH it is derived at. 

The following sub-divisions at 85% RH were made by Liu et al., [46]; as: nearly-hydrophobic particles 

(NH):<=0.10 (gfmix<=1.21), less-hygroscopic particles (LH): =0.10–0.20 (gfmix=1.21–1.37); more-

hygroscopic particles (MH): >0.20 (gfmix>1.37). 
The humidograms of the ambient aerosols obtained in various atmospheric conditions showed that gfmix(RH) 

could as well be fitted well with a γ-law [47-51] as 

    (4) 

The bulk hygroscopicity factor B under sub saturation RH conditions was determined using the relation: 

    (5) 

where aw is the water activity, which can be replaced by the RH as explained before. The equation can be 

described as the rate of absorption of water of the bulk mixture as the RH increases. 
The impact of hygroscopic growth on the aerosol optical depth is usually described by the enhancement factor 

: 

     (6) 

where RH is taken for seven values 50%, 70%, 80%, 90%, 95%, 98% and 99%. 

In general the relationship between  and RH is nonlinear [35]. In this paper we determine the empirical 

relations between the enhancement parameter and RH [52] as: 

   (7) 

where in our study RHref was 0%, and  was taken for seven values 50%, 70%, 80%, 90%, 95%, 98% and 

99%. The  known as the humidification factor represents the dependence of aerosol optical properties on RH, 

which results from changes in the particle size and refractive index upon humidification. The use of  has the 
advantage of describing the hygroscopic behavior of aerosols in a linear manner over a broad range of RH 

values; it also implies that particles are deliquesced [53], a reasonable assumption for this data set due to the 

high ambient relative humidity during the field studies. The  parameter is dimensionless, and it increases with 
increasing particle water uptake. From previous studies, typical values of γ for ambient aerosol ranged between 

0.1 and 1.5 [53-55] . 

Two parameters empirical relation was also used [35,56] as; 

    (8) 

Equations (7) and (8) were determined at wavelengths 0.25, 0.45, 0.55, 0.70, 1.25, and 2.50µm. 

To determine the effect of particles mode distributions as a result of change in RH and water soluble, the 

Angstrom exponent was determined using the spectral behavior of the aerosol optical depth, with the 

wavelength of light (λ) was expressed as inverse power law [57]:  

      (9) 

The Angstron exponent was obtained as a coefficient of the following regression, 
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    (10) 

However equation (10) was determined as non-linear (that is the Angstrom exponent itself varies with 

wavelength), and a more precise empirical relationship between the optical depth and wavelength was obtained 

with a 2nd-order polynomial [58-68] as:  

ln(λ)=α2(lnλ)2 + α1lnλ + lnβ    (11) 
We then proposed the cubic relation to determine the type of mode distribution as:  

   ln(λ)= lnβ + α1lnλ + α2(lnλ)2+ α3(lnλ)3  (12) 
where β, α, α1, α2, α3 are constants that were determined using regression analysis with SPSS16.0 for windows. 

Equations (10), (11) and (12) were evaluated at eight RHs for the corresponding change in water soluble 
concentrations. 

We also determined an exponential dependence of the aerosol optical thickness on relative humidity as done by 

Jeong et al. [35] as; 

      (13) 

where A and B are constants determined using regression analysis with SPSS 16.0 for windows. The 

relationship was determined at 0.25m, 1.25m and 2.50m. 

We finally determined the effect of hygroscopic growth and the change in the concentration of water soluble on 
the effective refractive indices of the mixed aerosols using the formula [69]: 

    (14) 

where fi and εi are the volume fraction and dielectric constant of the ith component and ε0 is the dielectric 

constant of the host material.  

The relation between dielectrics and refractive indices is 

      (15) 

For the case of Lorentz-Lorentz [70,71], the host material is taken to be vacuum, ε0 =1. 

The computation of equations (14) and (15) was done using the complex functions of Microsoft Excel 2010. 

 

III. RESULTS AND DISCUSSIONS 
Table 2a: the growth factors of the aerosols using number mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model A. 
RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.0297 1.0470 1.0649 1.1063 1.1661 1.0538 1.3660 

B 0.0635 0.0527 0.0463 0.0373 0.0301 0.0034 0.0156 

 

Table 2b: the growth factors of the aerosols using number mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model B. 

 
RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.0456 1.0716 1.0980 1.1578 1.2416 1.3863 1.5061 

B 0.0992 0.0822 0.0722 0.0582 0.0469 0.0336 0.0243 

 

Table 2c: the growth factors of the aerosols using number mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model C. 

RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.0592 1.0923 1.1255 1.1995 1.3010 1.4719 1.6106 

B 0.1305 0.1082 0.0950 0.0765 0.0617 0.0442 0.0319 

 

Tables 2a, 2b and 2c show that there is an increase in both gfmix(RH) and B with the increase in the 

concentrations of water soluble. It can also be observed the hygroscopic growth has caused increased in 

gfmix(RH) but decrease in B. 

The data from tables 2a, 2b and 2c were applied for the parametrisations of equations (3) and (4). The results 

obtained are as follows: 
The results of the parameterizations by one parameter of equations (3) and (4) for Model A are: 

k=0.0175, R2=0.9470 using equation (3) 

𝛾=-0.0588, R2=0.9731 using equation (4) 

The results of the parameterizations by one parameter of equations (3) and (4) for Model B are: 

k=0.0272, R2=0.9470 using equation (3) 

𝛾=-0.0798, R2=0.9834 using equation (4) 
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The results of the parameterizations by one parameter of equations (3) and (4) for Model C are: 

k=0.0358, R2=0.9470 using equation (3) 

𝛾=-0.0949, R2=0.9891 using equation (4) 

From the observations of R2 it can be seen that the data fitted the equations very well (equations 3 and 4). It can 

also be observed that hygroscopicity of the mixtures (k) and  using -law, all increase with the increase in the 
concentrations of water solubles. 

 

Table 3a: the growth factors of the aerosols using volume mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model A. 

 
RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.1190 1.2019 1.2886 1.4822 1.7346 2.1242 2.4162 

B 0.2781 0.2626 0.2544 0.2377 0.2164 0.1734 0.1317 

 

Table 3b: the growth factors of the aerosols using volume mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model B. 

 
RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.1482 1.2415 1.3348 1.5344 1.7862 2.1689 2.4550 

B 0.3561 0.3259 0.3075 0.2753 0.2410 0.1859 0.1387 

 

Table 3c: the growth factors of the aerosols using volume mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model C. 
 

RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.1657 1.2638 1.3597 1.5607 1.8111 2.1895 2.4725 

B 0.4048 0.3633 0.3377 0.2952 0.2534 0.1919 0.1419 

 

Tables 3a, 3b and 3c show that there is an increase in both gfmix(RH) and B with the increase in the 

concentrations of water soluble. It can also be observed the hygroscopic growth has caused increased in 

gfmix(RH) but decrease in B. 

 

The data from tables 3a, 3b and 3c were applied for the parametrisations of equations (3) and (4). The results 

obtained are as follows: 

The results of the parameterizations by one parameter of equations (3) and (4) for Model A are: 

k=0.1441, R2=0.9729 using equation (3) 

𝛾=-0.1857, R2=0.9966 using equation (4) 

The results of the parameterizations by one parameter of equations (3) and (4) for Model B are: 
k=0.1530, R2=0.9658 using equation (3) 

𝛾=-0.1936, R2=0.9993 using equation (4) 

The results of the parameterizations by one parameter of equations (3) and (4) for Model C are: 

k=0.1572, R2=0.9618 using equation (3) 

𝛾=-0.1975, R2=0.9997 using equation (4) 

From the observations of R2 it can be seen that the data fitted the equations very well (equations 3 and 4). It can 

also be observed that hygroscopicity of the mixtures (k) and  using -law, all increase with the increase in the 
concentrations of water solubles. 

 

Table 4a: the growth factors of the aerosols using mass mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model A. 
 

RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.1086 1.1816 1.2590 1.4364 1.6785 2.0657 2.3614 

B 0.2512 0.2317 0.2221 0.2069 0.1913 0.1579 0.1223 

 

Table 4b: the growth factors of the aerosols using mass mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model B. 

 
RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.1383 1.2233 1.3098 1.4988 1.7457 2.1294 2.4191 

B 0.3291 0.2963 0.2783 0.2494 0.2216 0.1749 0.1322 
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Table 4c: the growth factors of the aerosols using mass mix ratio (equation 2) and Bulk hygroscopicity factor 

(equation 5) for Model C. 

 
RH(%) 50 70 80 90 95 98 99 

gfmix(RH) 1.1567 1.2480 1.3386 1.5321 1.7794 2.1597 2.4458 

B 0.3796 0.3366 0.3121 0.2735 0.2377 0.1833 0.1370 

 

Tables 4a, 4b and 4c show that there is an increase in both gfmix(RH) and B with the increase in the 

concentrations of water soluble. It can also be observed the hygroscopic growth has caused increased in 
gfmix(RH) but decrease in B. 

The data from tables 4a, 4b and 4c were applied for the parametrisations of equations (3) and (4). The results 

obtained are as follows: 

The results of the parameterizations by one parameter of equations (3) and (4) for Model A are: 

k=0.1328, R2=0.9777 using equation (3) 

𝛾=-0.1776, R2=0.9939 using equation (4) 

The results of the parameterizations by one parameter of equations (3) and (4) for Model B are: 

k=0.1451, R2=0.9701 using equation (3) 

𝛾=-0.1879, R2=0.9983 using equation (4) 

The results of the parameterizations by one parameter of equations (3) and (4) for Model C are: 
k=0.1511, R2=0.9655 using equation (3) 

𝛾=-0.1930, R2=0.9994 using equation (4) 

From the observations of R2 it can be seen that the data fitted the equations very well (equations 3 and 4). It can 

also be observed that hygroscopicity of the mixtures (k) and  using -law, all increase with the increase in the 

concentrations of water solubles, though the -law shows inverse power laws. 
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Figure 1a: A graph of optical depth against wavelengths for Model A. 
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Figure 1b: A graph of optical depth against wavelengths for Model B. 
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Figure 1c: A graph of optical depth against wavelengths for Model C. 

 
From figures 1a, 1b and 1c, it can be observe that the optical depth follows a relatively smooth decrease with 

wavelength for all RHs and can be approximated with power law wavelength dependence. It is evident from the 

figures that there is relatively strong wavelength dependence of optical depth at shorter wavelengths that 

gradually decreases towards longer wavelengths irrespective of the RH and concentrations, attributing to the 

dominance of fine over coarse particles. The presence of a higher concentration of the fine-mode particles which 

are selective scatters enhance the irradiance scattering in shorter wavelength only while the coarse-mode 

particles provide similar contributions to the AOD at both wavelengths [72]. This also shows that hygroscopic 

growth has more effect on fine particles than coarse particles. The relation of optical depth with RH and water 

soluble concentrations are such that at the deliquescence point (90 to 99%) this growth with higher humidities 

increases substantially, making this process strongly nonlinear with relative humidity and the increase in the 

concentrations of water soluble [25,73]. 

 
The data that were used in plotting figures 1a, 1b and 1c were applied to equation (13), at the wavelengths of 

0.25, 1.25 and 2.50μm. The results obtained are as follows: 

The exponential relations (13) between optical depth and RHs for Model A are: 

At λ=0.25μm, A=5.4740, B=1.1185, R2= 0.6577 

At λ=1.25 μ, A=1.4583, B=0.8678, R2= 0.5022 

At λ=2.50 μ, A=1.2070, B=0.2858, R2= 0.3862 

The relation between optical depth and RHs using equation (13) for Model B are: 

At λ=0.25μ, A=6.7084, B=1.3187, R2= 0.6856 

At λ=1.25 μ, A=1.5039, B=1.1344, R2= 0.5360 

At λ=2.50 μ, A=1.1794, B=0.4350, R2= 0.4124 

The relation between optical depth and RHs for Model C using equation (13) are: 
At λ=0.25μ, A=7.9690, B=1.4323, R2= 0.6984 

At λ=1.25 μ, A=1.5640, B=1.3222, R2= 0.5602 

At λ=2.50 μ, A=1.1593, B=0.5580, R2=0.4273 

The relation between optical depth and RH shows decrease in R2 and the exponent B with the increase in 

wavelength but both increase with the increase in the concentrations of water solubles. This shows that the 

relation is better for fine particles. 
 

Table 5a the results of the Angstrom coefficients for Model A using equations (10), (11) and (12) at the 

respective relative humidities using regression analysis with SPSS16 for windows. 

RH Linear equ(10) Quadratic equ(11) Cubic equ(12) 

(%) R2 α R2 α1 α2 R2 α1 α2 α3 

0 0.9757 0.7485 0.9963 -0.6745 0.1610 0.9976 -0.7206 0.2136 0.0689 

50 0.9861 0.8388 0.9967 -0.7796 0.1289 0.9986 -0.8417 0.1997 0.0929 

70 0.9904 0.8819 0.9968 -0.8335 0.1054 0.9990 -0.9024 0.1840 0.1031 

80 0.9936 0.9205 0.9970 -0.8839 0.0796 0.9993 -0.9576 0.1637 0.1102 

90 0.9972 0.9909 0.9974 -0.9826 0.0182 0.9997 -1.0615 0.1082 0.1180 

95 0.9963 1.0584 0.9981 -1.0887 -0.0661 0.9999 -1.1637 0.0194 0.1120 

98 0.9862 1.1164 0.9992 -1.2035 -0.1897 1.0000 -1.2544 -0.1317 0.0760 

99 0.9747 1.1283 0.9998 -1.2515 -0.2682 0.9999 -1.2773 -0.2387 0.0386 
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Table 5b the results of the Angstrom coefficients for Model B using equations (10), (11) and (12) at the 

respective relative humidities using regression analysis with SPSS16 for windows. 

 

RH Linear equ(10) Quadratic equ(11) Cubic equ(12) 

(%) R2 α R2 α1 α2 R2 α1 α2 α3 

0 0.9849 0.8527 0.9965 -0.7899 0.1367 0.9985 -0.8549 0.2109 0.0973 

50 0.9932 0.9635 0.9968 -0.9239 0.0863 0.9993 -1.0042 0.1779 0.1201 

70 0.9958 1.0128 0.9971 -0.9885 0.0530 0.9996 -1.0732 0.1497 0.1267 

80 0.9972 1.0545 0.9973 -1.0460 0.0186 0.9997 -1.1327 0.1176 0.1297 

90 0.9967 1.1249 0.9979 -1.1514 -0.0577 0.9999 -1.2346 0.0372 0.1244 

95 0.9914 1.1831 0.9988 -1.2528 -0.1518 1.0000 -1.3204 -0.0747 0.1011 

98 0.9771 1.2168 0.9997 -1.3428 -0.2743 1.0000 -1.3733 -0.2395 0.0456 

99 0.9644 1.2088 0.9999 -1.3666 -0.3436 0.9999 -1.3688 -0.3411 0.0033 

 

Table 5c the results of the Angstrom coefficients for Model C using equations (10), (11) and (12) at the 

respective relative humidities using regression analysis with SPSS16 for windows. 

RH Linear equ(10 Quadratic equ(11 Cubic equ(12) 

(%) R2 α R2 α1 α2 R2 α1 α2 α3 

0 0.9901 0.9353 0.9965 -0.8840 0.1117 0.9990 -0.9621 0.2009 0.1168 

50 0.9961 1.0558 0.9970 -1.0340 0.0474 0.9996 -1.1240 0.1501 0.1346 

70 0.9973 1.1064 0.9973 -1.1026 0.0081 0.9998 -1.1944 0.1128 0.1372 

80 0.9973 1.1477 0.9976 -1.1621 -0.0314 0.9999 -1.2524 0.0717 0.1351 

90 0.9944 1.2130 0.9984 -1.2654 -0.1141 1.0000 -1.3451 -0.0231 0.1193 

95 0.9868 1.2599 0.9993 -1.3563 -0.2098 1.0000 -1.4127 -0.1454 0.0844 

98 0.9711 1.2735 0.9999 -1.4229 -0.3252 1.0000 -1.4371 -0.3090 0.0212 

99 0.9584 1.2519 0.9998 -1.4293 -0.3860 0.9999 -1.4153 -0.4020 -0.0209 
 

First, from tables 5a, 5b and 5c, it can be observed that at each table there is an increase in  with the increase in 

RH and water solubles, except tables 5b and 5c where  decreased at 99% RH, and this shows that increase in 

the concentration of water soluble has lowered the delinquent point of the mixtures. This increase in  signifies 

the increase in mode size distribution of the particles. The decrease in 2 at the positive part (the decrease in the 
curvature) and becoming more negative in the negative part (the increase in the curvature) with the increase in 

RH and water solubles, reflects the increase in the concentrations of small particles as a result of nucleation, 

accumulation and sedimentation. The cubic part signifies the type of mode distributions as bi-modal with the 

dominance of fine mode particles. 
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Figure 2a: A graph of enhancement parameter for optical depth against wavelengths for Model A 
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Figure 2b: A graph of enhancement parameter for optical depth against wavelengths for Model B. 
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Figure 2c: A graph of enhancement parameter for optical depth against wavelengths for Model C 

 

Figures 2a, 2b and 2c show that the enhancement factors increase both with the increase in RH and 

concentrations of water soluble in almost non-linear form. The most interesting phenomena is the visible range 

window (0.4 - 0.7 µm) and the near-infrared (0.7-1.0) where the enhancement is higher with both the increase in 
RH and the concentrations of water soluble. This shows that at this window the increase in the concentrations of 

water soluble can cause decrease in cloud cover, and/or reflective aerosol, this can cause decrease in global 

albedo, can result in the increase in energy input into Earth/Atmosphere system and finally can cause warming 

effect. That is it allows most solar radiation through to the surface and enables solar radiation to “deliver” the 

bulk of its energy to the surface (for use in climate processes) 

 

The data that were used in plotting figures 2a, 2b and 2c were applied for the parametrisations of equations (7) 

and (8), at the wavelengths of 0.25, 0.45, 0.55, 0.70, 1.25 and 2.50μm. The results obtained are as follows: 

The results of the fitted curves of equations (7) and (8) for Model A are presented as follows; 

 

For a single parameter using equation (7). 
At λ=0.25μ, γ=0.2809, R2=0.9974 

At λ=0.45μ, γ=0.3002, R2= 0.9925 

At λ=0.55 μ, γ=0.9925, R2=0.9898 

At λ=0.70 μ, γ=0.2922, R2=0.9849 

At λ=1.25 μ, γ=0.2113, R2=0.9575 

At λ=2.50 μ, γ=0.0701, R2=0.8914 

 

For two parameters using equation (8). 

At λ=0.25μ, a=1.2062, b=-0.2985, R2= 0.9940 

At λ=0.45μ, a=1.4255, b=-0.3377, R2=0.9895 

At λ=0.55 μ, a=1.5132, b=-0.3460 , R2=0.9873 

At λ=0.70 μ, a=1.6466, b=-0.3462, R2= 0.9834 
At λ=1.25 μ, a=2.1526, b=-0.2781, R2= 0.9619 

At λ=2.50 μ, a=2.8743, b=-0.1048, R2= 0.9078 

The results of the fitted curves of equations (7) and (8) for Model B are presented as follows; 
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For a single parameter using equation (7). 

At λ=0.25μ, γ=0.9899, R2=0.9883 

At λ=0.45μ, γ=1.1033, R2=0.9851 

At λ=0.55 μ, γ=1.1248, R2=0.9826 

At λ=0.70 μ, γ=1.1132, R2=0.9797 

At λ=1.25 μ, γ=0.8462, R2= 0.9777 

At λ=2.50 μ, γ=0.4501, R2=0.9192 

 

For two parameters using equation (8). 
At λ=0.25μ, a=0.6800, b=-0.8832, R2= 0.9550 

At λ=0.45μ, a=0.9693, b=-1.0926, R2=0.9361 

At λ=0.55 μ, a=1.0495, b=-1.1421, R2=0.9294 

At λ=0.70 μ, a=1.1000, b=-1.1474, R2= 0.9214 

At λ=1.25 μ, a=0.8195, b=-0.7966, R2= 0.9012 

At λ=2.50 μ, a=0.0279, b=-0.2122, R2= 0.8794 

 

The results of the fitted curves of equations (7) and (8) for Model Care presented as follows; 

For a single parameter using equation (7). 

At λ=0.25μ, γ=1.1004, R2= 0.9896 

At λ=0.45μ, γ=1.2472, R
2
=0.9835 

At λ=0.55 μ, γ=1.2822, R2=0.9799 

At λ=0.70 μ, γ=1.2857, R2=0.9759 

At λ=1.25 μ, γ=1.0045, R2= 0.9744 

At λ=2.50 μ, γ=0.5018, R2= 0.9424 

 

For two parameters using equation (8); 

At λ=0.25μ, a=0.7975, b=-1.0276, R2= 0.9549 

At λ=0.45μ, a=1.1158, b=-1.2916, R2=0.9362 

At λ=0.55 μ, a=1.2100, b=-1.3637, R2=0.9294 

At λ=0.70 μ, a=1.2842, b=-1.3950, R2=0.9214 

At λ=1.25 μ, a=1.0923, b=-1.0331, R2= 0.9013 

At λ=2.50 μ, a=0.1013, b=-0.2922, R2= 0.8797 
 

For both the one and two parameters models, the values of the exponents increase with the increase in the 

construction of water soluble, andthey increased most at the solar spectral window (0.40 to 0.70m). These 
signified increase in water uptake with the increase in the concentrations of water soluble. 
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Figure 3a: A graph of Asymmetric parameter against wavelengths for Model A 
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Figure 3b: A graph of Asymmetric parameter against wavelengths for Model B. 
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Figure 3c: A graph of Asymmetric parameter against wavelengths for Model C 

 

Figures 3a, 3b and 3c show a slight increase in the asymmetric parameters with the increase in the concentration 

of water soluble. The increase with the increase in RH is faster at the solar spectral window. This shows that 

smaller particles enhance forward scattering with the increase in RH and water solubles. 
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Figure 4a: A plot of real effective refractive indices against wavelength using volume mix ratiofor Model A. 
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Figure 4b: A plot of real effective refractive indices against wavelength using volume mix ratio for Model B. 
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Figure 4c: A plot of real effective refractive indices against wavelength using volume mix ratio for Model C. 

Figures 4a, 4b and 4c show decrease in the real effective refractive indices with increase in RH and water 

soluble. This signifies the reason why scattering increases with the increase in RH and water soluble. The linear 

relation decreases with the increase in wavelength. 
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Figure 5a: A plot of imaginary effective refractive indices against wavelength using volume mix ratio for Model 

A. 
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Figure 5b: A plot of imaginary effective refractive indices against wavelength using volume mix ratio for Model 
B. 
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Figure 5c: A plot of imaginary effective refractive indices against wavelength using volume mix ratio for Model 

C. 

Figures 5a, 5b and 5c show a slight decrease with the increase in RH and water soluble. This signifies decrease 

in absorption. It becomes more linear and constant with the increase in RH. 

 

IV. CONCLUSIONS 
In this paper we investigated the influence of relative humidity and soot on the microphysical and 

optical properties of atmospheric aerosol mixtures. The principal conclusions are: 

 

[1] From the three gfmix(RH) it can be concluded that the higher values are observed using volume and mass 

mix ratios because of the high density of water soluble. This is in line with what Sheridan et al. [74] found, 

on the basis of analysis of in situ data collected at SGP in 1999, that aerosols containing higher fractions of 

smaller particles show larger hygroscopic growth factors. From our results despite soot being having the 

least size and higher in fractions, it shows that using volume mix and mass mix ratios, shows that the 
mixture is more hygroscopic. However, still in their studies, they also showed that aerosols containing 

higher fractions of more strongly absorbing particles exhibit lower hygroscopic growth factors, in our own 

case it shows that using number mix ratio. The importance of determining gfmix(RH) as a function of RH 

and volume fractions, mass fractions and number fractions, and enhancement parameters as a function of 

RH and wavelengths can be potentially important because it can be used for efficiently representing 

aerosols-water interactions in global models. 

[2] Equation (3) with mass mix ratios has higher R2 while equation (4) has higher values of R2 using volume 

mix ratio. But since volume mix ratios gave higher values of gfmix(RH), k and , and the values of R2 are 
greater than 95%, it can be concluded that just as the optical effects of atmospheric aerosols are more 

closely related to their volume than their number [75,76], we discovered that the microphysical properties 

are also more closely related to their volume followed by mass. The increase in the values of gfmix(RH), k 

and  with the increase in soot and water soluble concentration show that they increase hygroscopicity of 
aerosols. 

[3] Changes in RH and soot and water soluble concentrations modified the optical properties not only of 

hygroscopic aerosol mixtures but also of mixtures containing non-hygroscopic aerosols like black carbon. 

As a result of wetting the hydroscopic particles grow, thereby changing the effective radius of the aerosol 

mixture and subsequently the aerosol extinction or aerosol optical thickness[77].  The changes are more 
substantial especially at the delinquent points where the hygroscopic growth factor, optical parameters and 

enhancement parameters increase so substantial that the process become strongly nonlinear with relative 

humidity [25,73,77].  This effect is observed at different wavelengths, but for higher RH, the increase in 

AOT values is more evident at smaller wavelengths than longer wavelengths. 

[4] The observed variations in Angstrom coefficients can be explained by changes in the effective radius of a 

mixture resulting from changes in RH and/or soot and water soluble concentrations: the larger the number 

of small aerosol particles, the smaller the effective radius and the larger the Angstrom coefficient. As a 

consequence of non-uniform increase in the optical depth with the increase in RH, the Ångström coefficient 

also becomes a function of RH, though at the delinquent points it decreases with the increase in RHs. This 

is because at the delinquent conditions the hygroscopic aerosols particles grow and this is what makes the 

Angstrom coefficients to decrease. However, the change in Angstrom coefficient due to variation in RH is 

more than that caused by differences in soot concentrations. 
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[5] The effect of RHs on asymmetric parameter shows that for smaller particles the hygroscopic growth 

increase forward scattering while for coarse particle it decreases forward scattering. It shows that increase 

in RH increases forward scattering because particle growth enhances forward diffraction Liou,[78]for 

smaller particles while in larger particles it causes increase in the backward scattering. It also shows that the 

mixture is internally mixed for smaller particles because of the increase in forward scattering as a result of 

the hygroscopic growth [79]. 

[6] These hygroscopic growth behaviors also reveal an immense potential of light scattering enhancement in 

the forward direction at high humidities and the potential for being highly effective cloud condensation 

nuclei for smaller particles. 
[7] Finally, the data fitted our models very and can be used to extrapolate the hygroscopic growth and 

enhancements parameters at any RH. The values of R2 from the models show that Kelvin effects can be 

neglected. 
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I. INTRODUCTION 
 In constraint logic programming languages [3,5,9,10,23], a system has constraint atoms and algorithms 

for solving them. The “built-in” approach of combining constraint atoms enables users to program. This 

approach offers an advantage of guaranteeing the correctness of a solving method, because a system provides a 

constraint-solving algorithm. If a system has constraint atoms which are efficient for problem solving, users can 

create efficient programs easily.Constraint logic programming languages, however, have also disadvantages. 

Due to dependency on a pre-supported constraint-solving algorithm, expressive power for programming is 

limited. If its limit is violated, the computation efficiency may drastically decrease. In such a case, the “built-in” 

approach can not improve the constraint-solving algorithm. It is desirable for users to be able easily to add to or 
improve data structures or rules which represent constraints. The "built-in" approach prevents free programming 

which efficiently enables users to solve problems.  

 

 As a result, it may cause crucial problems when large-scale and complicated problems are solved.This 

paper proposes to solve problems by the “expansive” approach, where without depending only on a constraint-

solving algorithm possessed in a system, users can improve the algorithm and define new rules for constraint-

solving.First, this paper provides an example of unsolvable problems: an attempt to solve a problem under a 

constraint-processing algorithm possessed in systems of constraint logic programming languages may cause 

combinatorial explosion. Next, this paper demonstrates that a better result can be obtained by improving 

constraint atoms and algorithms for solving them so as to carry out constraint processing suitable for the 

problem. The “expansive” approach enables users to define efficient constraint atoms and constraint-solving 

algorithms for a given problem, and consequently the approach may derive an efficient solving 
method.Constraint Handling Rules (CHR) [8] is a kind of expansion of Constraint Logic Programming (CLP). 

In CLP, rules to solve constraints are built in a system, but in CHR, users can define some rules to solve 

constraints, the correctness of which is assured based on logical inference. Making use of user-defined rules to 

solve constraints presents difficulties in assuring to the correctness of solving method. In the "expansive” 

approach, users must guarantee the correctness of a solving method; therefore, such theoretical foundation 

(computation model) that users can easily guarantee the correctness of the solving method is required.In this 

study, the equivalent transformation (ET) computation model [1,14] is used to solve constraint satisfaction 

problems (CSPs) of Number-Place Problems. In CHR, users can define some rules to solve constraints, but rules 

in CHR constitute only a part of rules in the ET computation model [2]. In the ET computation model, rules 
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which can not be described by formulas can be defined as well as rules dealt with in CHR. For example, basic 

transformation rules for equality constraint described in [13] can not be dealt with in CHR.Solutions to CSPs 

can be classified into systematic search algorithms, represented by search based on backtracking, and stochastic 

search algorithms, represented by hill-climbing method. Systematic search algorithms guarantees the 

completeness of the algorithm but is not suitable for solving large-scale CSPs [4,7,15,21,24]. On the other hand, 

in lieu of guaranteeing the completeness of the algorithm, stochastic search algorithms can deliver practical 
approximate solutions  at high-speed. However, its problem is that it falls into local optima while searching for 

solutions [6,16,19,20].  

 

In this paper, the computing framework of “Problem Solving based on ET,” which effectively performs 

computations while preserving the algorithm's correctness In terms of problems in obtaining a solution set, the 

completeness of algorithms defined by conventional studies on CSP solving is that all solutions can be obtained. 

If an algorithm is complete and sound (obtained solutions are always correct), then that algorithm is correct1, is 

utilized to solve CSPs and the effectiveness of the proposed method is demonstrated [17,18]. In this computing 

framework, a problem can be solved by simplifying declarative descriptions of the problem using ET, and the 

correctness of computation can be guaranteed over a broader range than the framework of logic paradigm.In the 

computing framework for problem solving based on ET, a problem is successively simplified into different 
problems by selecting and applying an appropriate rule from many ET rules; by showing that each 

transformation rule causes the equivalent transformation, computation can be guaranteed without changing the 

meaning of the given problem. Furthermore, this computing framework allows an easy introduction of the new 

data structures and rules necessary for improving the constraint-solving algorithms. 

 

II. COMPUTATION BY EQUIVALENT TRANSFORMATION 
This study adopts, for problem solving, the computation model called “equivalent transformation”, 

where computation is regarded as equivalent transformation of declarative descriptions. This section describes 

its outline. 

 

2.1. Equivalent Ttransformation of Declarative Descriptions 

In our approach, a problem is formalized by a declarative description, which is a set of extended 

definite clauses, where we can treat various data structures including multisets, strings, and constraints, as well 

as usual terms [12].A declarative description consists of the union of the definition part D and the query part Q. 

Given declarative description D˅Q of a problem, query part Q is said to be transformed correctly in one step 

into new query part Q’ by an application of a rewriting rule, iff declarative descriptions D˅Q and D˅Q’ are 

equivalent, i.e., they have the same meaning. A rewriting rule is considered to be correct, iff its application 

always results in correct transformation. A correct rewriting rule is referred to as an equivalent Transformation 

rule (ET rule). 

 

2.2. Problem Solving Based on Equivalent Transformation 
In problem solving based on equivalent transformation, a declarative description is successively 

simplified into different declarative descriptions by ET rules, and from the simplified declarative description the 

solution may be obtained. If ET rules are employed in all transformation steps, the answer is guaranteed to be 

correct.  

Rules used for transformations should be only those which transform a declarative description correctly. 

The rules in which the conditions to apply are true can be repeatedly used in any order. The system selects a rule 

to apply depending on computational situations. Each rule should include 

 conditions that decide the applicability of the rule. 

 definitions that determine a new set of clauses. 

 

2.3. Variety, Correctness and Confluence of Computation 
ET approach has the following properties. 

[Variety of computation] 

This approach can use not only unfolding rules [22] but also other various ET rules as transformation rules. By 

nondeterministic selection of ET rules at each step of computation, a variety of computation becomes possible. 

 

[Correctness of computation] 

Strict correctness is guaranteed in problem solving based on equivalent transformation. The correctness of rules 

can be determined without considering interrelations with other rules. As long as (correct) ET rules are applied, 

no matter what the rules are and in what order they are applied, correctness of the result of computation can be 

assured. 
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[Confluence of computation] 

Meaning (which is defined in [12] by the name of declarative semantics) of a declarative description at each step 

of computation is preserved by an ET rule applied. Therefore, the confluence of solutions of a problem is 

achieved. It is obvious that the confluence of declarative descriptions is unnecessary for correct computation. 

 

2.4. Advantages of ET Approach 

ET approach has the advantages of 

 describing various expressive rules since it offers abundant data structures. 

 controlling processing flexibly since the order of computation is not fixed. 

 improving algorithms at a lower cost by the introduction and the deletion of rules.  

 

Furthermore, this paper shows that efficient constraint processing is possible since users are allowed to 

define constraint atoms without depending only on the “built-in” constraint atoms. 

 

III. PROBLEM AND ITS FORMALIZATION 
This section defines constraint satisfaction problem, explains number-place problem as an example, 

and formalizes the problem in terms of declarative descriptions. 

 

3.1. Constraint Satisfaction Problem and Its Example 

Constraint satisfaction problem (CSP) [24,25] is generally defined by the following three sets: I, a set 

of n-variables (X1, X2,… , Xn); domain (D1, D2, … ,Dn), a set of the values which variables could take; and 

C : {Ci(… Xj …)}, a constraint which should be satisfied by the values of the variables. The objective of CSP is 

assignment of values to all variables in such a way that it satisfies all constraints in a given problem. In this 

study, number-place problems are used as examples of constraint satisfaction problems. Number-place is a 

puzzle in which numbers from 1 to 9 are placed in each small blank square (Fig. 1). There are two constraints: 

(Constraint 1) 
The numbers 1 through 9 will be placed into each small blank square. 

(Constraint 2) 

The same number can not be placed in any one column or row, nor within any one medium-sized box 

surrounded by a thicker border. 

  

 
Fig. 1 Number-place problem 

 

3.2. Declarative Descriptions Representing Problems 

This section formalizes problems in terms of declarative descriptions. Constraints to be satisfied when 

solving a numberplace problem are to satisfy a given assignment of the problem (given assignment predicate) 

and to adhere to the constraints of the problem (NP constraints predicate). These are represented with the 
following clause. The syntax of declarative descriptions is expressed by S-expressions. Symbols starting with 

“*” represent variables. 

 

(answer *numberplace) ← 

(given_assignment *numberplace), 

(NP_constraints *numberplace). 

 

“given assignment” predicate is defined as follows. The “?” marks represent anonymous variables, each of 

which is different from all others. 

 

(given_assignment *numberplace)← 
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(= *numberplace ( (? 6 ? 2 ? 4 ? 5 ?) 

(4 7 ? ? 6 ? ? 8 ?) 

(? ? 5 ? 7 ? 1 ? ?) 

(9 ? ? 1 ? 3 ? ? 2) 

(? 1 2 ? ? ? ? ? 9) 

(6 ? ? 7 ? 9 ? ? 8) 
(? ? 6 ? 8 ? 7 ? ?) 

(1 4 ? ? 9 ? ? 2 5) 

(? 8 ? 3 ? 5 ? 9 ?))). 

 

A variable, *numberplace, is equal to the list which represents the given assignment of a problem. “NP 

constraints” predicate is expressed in accordance with (Constraint 1) and (Constraint 2) in Section 3.1. Fig. 2 

shows the predicates which define the “NP constraints” predicate. 

 

 
 

Fig. 2  Predicates which define “NP constraints” predicate 

 
Member atom representing Constraint 1, providing that a variable is any of the numbers 1 through 9, is 

represented as follows: 

(member *a (1 2 3 4 5 6 7 8 9)) 

AllDifferent atom representing Constraint 2, providing that elements of the list are different from each other, is 

represented as follows: 

(AllDifferent (*a 6 *b 2 *c 4 *d 5 *e)) 

AllDifferent predicate is defined with Notmember predicate providing that an element does not belong to a 

given list. Notmember predicate is defined with NotEqual predicate providing that two arguments are not equal. 

 

IV.       RULES FOR SIMPLE CONSTRAINT ATOMS 
In the problem solving based on equivalent transformation, various rules that are defined based on the 

declarative descriptions are applied. The problem can be successfully solved when all atoms in a clause are 

eliminated.In the problem shown in Section 3.2, first the answer clause is transformed and through various 

transformations, the NP constraints atom is transformed only into member atoms and NotEqual atoms. This 

section defines rules for these atoms. 

 

4.1. Rules for Member Atoms 

In the previous section, it was shown that the NP constraints atom is transformed into only member 

atoms and NotEqual atoms. It is hard to transform the clause further without increasing the number of clauses if 

we pay attention only to one atom. We think the following example using two atoms. 
 

(member *a (1 2 3 4 5 6 7 8 9)) 

(NotEqual *a 6) 

 

In this case, since NotEqual atom shows that the variable *a is not 6, 6 can be eliminated from the list 

(the second argument) of the member atom.However, the cost of such transformation is rather high because a 

computational cost of the order in the square of the number of atoms in order to find the two atoms, which are to 

be transformed, is required; therefore, it would be very efficient if the information of one atom could be spread 

to other atoms. 

This study introduces a new data structure called an i-var [11]. An i-var is defined as a variable which 

has been given information. An i-var has the form in which a variable is followed by a symbol, “˜”, and ends 

with S-expressions such as “apple” or “(1 2 3)”, as with ? ˜apple or *x˜(1 2 3). Then S-expressions are called 
informations and the whole variable is called an i-var. A variable followed by nothing is called a pure variable. 

Users can freely get, replace, or eliminate information from i-var. Also, users can freely define the meaning of 

the information which the variable has.In the two atoms shown above, the member atom is transformed and the 
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variable *a is changed to an i-var in which the variable *a must be one of the numbers from 1 to 9. The change 

from a pure variable to an i-var instantly spreads over the entire clause. As a result, the NotEqual atom 

mentioned above is also changed into 

 

 (NotEqual  *a˜(1 2 3 4 5 6 7 8 9)  6). 

 
All member atoms are transformed and all variables are changed to i-vars. Therefore, only NotEqual atoms 

remain in the body of the clause. 

 

4.2. Rules for NotEqual Atoms 

NotEqual atom is a constraint such that two arguments are not equal. The candidate elimination means 

to eliminate elements (candidates) that do not obviously satisfy a constraint from elements (candidates) in the 

information of an i-var.The method for eliminating unnecessary numbers from candidates consists of the 

following procedure: when one argument in an atom is already decided as a number, the other variable in the 

atom can not be the same number, so the number can be eliminated from the candidates. When numbers in the 

information of a variable are reduced to only one number, the variable is unified with the number. Some 

examples of the rules are shown below. 
 

  “candidate elimination” rule 

When one argument is a number and the other argument is an i-var, the number is eliminated from the 

candidates in the i-var. 

 

(NotEqual  *a˜(1 2 3 4)  4) 

In such an atom, since the variable *a can not be equal to the number 4, 4 is eliminated from the candidates, and 

this atom can be eliminated. The change in the information instantly spreads over the entire clause, and the 

atoms that have the variable *a change. 

*a˜(1 2 3 4) → *a˜(1 2 3) 

 

 “unification” rule 
When either i-var reduces numbers in the information to one number, the variable is unified with the number, 

and the number is eliminated from the candidates in the other i-vars. 

(NotEqual *a˜(1 2 3 4)  *b˜(4)) 

In this case, since the numbers of the variable *b are reduced to only one number, *b is unified with the number, 

4. As a result, since it is clear that the variable *a is not 4, 4 is eliminated from the candidates in the variable *a, 

and this atom can be eliminated.  

*b → 4,  *a˜(1 2 3 4)  → *a˜(1 2 3) 

 

Another rule is the “number check” rule, such that when both arguments in a NotEqual atom are numbers, 

checks are made to determine whether the numbers are different and then, when possible, the atom is eliminated. 

This rule also eliminates the entire clause when the elements consist of the same number. 
 

4.3. “Splitting” Rule 

There may remain atoms in which candidates can not be reduced only using the rules described in the 

preceding section. This is because since there are nine possible values for one variable, both variables in the 

atom may be variables whose candidates are two or more. An example of such a NotEqual atom is shown as 

follows. 

(NotEqual  *a˜(3 5 7 9)  *b˜(5 9)) 

Since the candidates of the variable *b is reduced to two numbers, the “splitting” rule is employed, 

according to which a clause is separated into two clauses. When the “splitting” rule is applied, the clause is 

branched into two clauses: one clause of the variable *b is unified with 5 and the other clause of the variable *b 

is unified with 9. Computation proceeds in each clause and the clause that causes any contradiction is eliminated. 

However, computation efficiency usually decreases when the branching of a clause occurs. Therefore, less 
priority should be given to the “splitting” rule, in order to avoid the branching of a clause when possible. 

 

V.       EXPLOSION OF PROCESSING TIME 
The results obtained by solving problems by using the rules described in the previous section are 

shown as follows. The problem is number-place problem of size 25 × 25, i.e., 25 rows and 25 columns. The 

number of blank squares is the number of variables. The more the number of variables is, the greater amount of 

the computation is required.The horizontal axis in the graph in Fig. 3 shows the number of blank squares, i.e., 
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the number of variables. 0 indicates that values are assigned to all variables. This graph shows the amount of 

processing time. The vertical axis shows the processing time required to obtain answers. From Fig. 3, the 

processing time does not change up to about 200 variables but the processing time drastically increases when the 

number of variables surpasses that extent: about 5 seconds for 225 variables, about 3.5 minutes for 250 variables, 

about 17 minutes for 275 variables, and about 100 minutes for 286 variables, and the problem with 300 or more 

variables can not be solved. This is because a clause has been separated into many clauses and a combinatorial 
explosion has occurred. 

 

The next section introduces a new constraint processing to solve such a difficulty. 

 

 
 

Fig. 3  Results of 25 × 25 puzzles 

 
 

VI.       INTRODUCTION OF NEW RULES FOR ALLDIFFERENT ATOMS 

This section improves the constraint-solving algorithms by introducing new constraints atoms to solve 

problems more efficiently. 

 

6.1. Changing of Constraint Atoms 

As described in Section 3.2, an AllDifferent atom is transformed into NotMember atoms. A 

NotMember atom is transformed into NotEqual atoms. That is, the candidate elimination is performed using 

constraints of NotEqual atom which is the simplest in the atoms. This is because constraints of  NotEqual atom 

are the simplest and easiest to deal with. We do not transform AllDifferent atom into NotMember atoms, but 

instead we regard AllDifferent atom as the smallest unit and try to perform the candidate elimination, i.e., we 

deal with more complicated atoms. The reason is that since information in AllDifferent atom is more than that in 

NotMember atom, the candidate elimination can be performed by good use of those information (Fig. 4). 
 

 
Fig. 4  Removing NotMember and NotEqual atoms 

 

The next section defines the rules to perform constraint processing using constraints of AllDifferent 

atom where all elements in the list are different. 

 

 

6.2. Rules for AllDifferent Atoms 

This section defines the candidate elimination rules for AllDifferent atoms. 

 

  “candidate elimination” rule 
 

Elements that are identical to the numbers are all eliminated from the candidates of other i-vars. 

 

 (AllDifferent  (3  *a˜(2 3 4)  5  *b˜(2 3 4 5))) 

                                         ↓ 
(AllDifferent  (*a˜(2 4)  *b˜(2 4))) 
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  “unification” rule 

When an i-var reduces candidates to one number, the variable is unified with the number. 

 (AllDifferent  (*a˜(2 3 4)  *b˜(2 3 4)  *c˜(3))) 

                      ↓ 

(AllDifferent  (*a˜(2 3 4)  *b˜(2 3 4)  3))          

 
  “number  decision” rule 

(AllDifferent  (*a˜(5 7 9)  *b˜(5 9)  *c˜(4 5 9)  *d˜(4 5))   

 

In this example, variable *a can be determined as 7. The reason is as follows. The candidates of *b, *c or *d are 

contained either in any two or in all three of 4,5,9. The number of candidates is three of 4,5,9 and the number of 

variables is also three of *b, *c, *d. Then, the relation between the variables and the candidates (numbers) 

should be one-to-one. Therefore, three numbers of 4,5,9 are used as the values of *b, *c, *d. *a  can be 

determined as 7 by removing 4,5,9 from the candidates of *a. 

 

VII.       COMPARISON AND CONSIDERATION 
This section offers a comparison between results obtained through constraint processing using 

constraints of NotEqual atoms and those using constraints of AllDifferent atoms. 

 

7.1. A Comparison in The Case of The 9 × 9 Puzzle 

Table 1 shows a comparison between the results obtained by applying the candidate elimination rule to 

NotEqual atoms and those obtained by applying the candidate elimination rule to AllDifferent atoms for the 

same problem. In the processing time and the number of rule applications, the respective values of AllDifferent 

atoms when each value of NotEqual atoms equals 1 are shown. 

 

Table 1     Results of the 9 × 9 Puzzle  (Fig.1) 
Atom NotEqual AllDifferent 

Processing Time 1 0.37 

Number of Rule Applications 1 0.01 
 

 

The comparison above demonstrates that applying the candidate elimination rule to AllDifferent atoms 

enables the user to obtain better results on the processing time and the number of rule applications. 
 

 
 

Fig. 5  Comparison of results of 25 × 25 puzzles 

7.2. A Comparison in The Case of 25 × 25 Puzzles 

Fig. 5 shows the results obtained by solving 25 × 25 puzzles (problems), which are discussed in Section 

V, through applying the candidate elimination rule to AllDifferent atoms. When the number of variables is 275 

or less, the processing time is shortened by transforming the NP constraints atom to NotEqual atoms for 

constraint processing. When the number of variables is higher than that, the processing time required explodes, 

and consequently it is impossible to obtain a solution for this problem with 325 variables. However, in the case 

of constraint processing by using constraints of AllDifferent atom, even if the number of variables increases, we 

are able to continue performing computation. As shown in Fig. 5, we can obtain the solutions of a problem 

without an explosion of processing time. Thus the improvement in constraint processing enables us to solve 

problems which have previously been unsolvable. 
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7.3. Characteristics of Constraint Processing 

The use of constraints of NotEqual atom is explained below. An AllDifferent atom is transformed into 

NotMember atoms. A NotMember atom is transformed into NotEqual atoms. The number of AllDifferent atoms 

is three times the number of squares in a set of squares. The number of NotEqual atoms is a value obtained by 

multiplying the number of AllDifferent atoms and the number of possible combinations for any two elements 

selected from the set of squares; therefore, the number of NotEqual atoms is enormously larger than that of 
AllDifferent atoms. For example, in the case of a 9 × 9 puzzle, the number of AllDiffernt atoms is 27, while that 

of NotEqual atoms is 972. In the case of a 25 × 25 puzzle, the former is 75, while the latter 22,500. All atoms 

obtained in the cases above should be eliminated by applying transformation rules. Therefore, the larger the 

number of atoms is, the higher the number of rule applications becomes.Reducing the number of rule 

applications, however, may not lead to the shortening of processing time. The application of the “candidate 

elimination” rule to AllDifferent atoms has the following advantage. As described in Section 6.2, if there are 

two or more numbers in a body atom, the elimination of two or more numbers can be performed at a time 

regarding a variable (or two or more variables). Compared to the candidate elimination using constraints of 

NotEqual atom, the number of transformations is one, but a burden of one transformation becomes heavier. 

Because NotEqual atom is the most simplified, its constraint processing is also simple. The simpler the 

processing is, the shorter the processing time becomes, though the number of rule applications is larger. 
 

Since the information in an AllDifferent atom is more than that in a NotEqual atom, we can define 

various rules for constraint processing by good use of those information. The unique rule, which uses constraints 

of AllDifferent atom, is called the “number decision” rule (See Section 6.2). When the number of variables to 

which a value can be assigned is only one, this rule enables assignment of the value to the variable. When this 

rule is applied to a NotEqual atom, a variable can not be unified with a number unless the number of candidates 

of a variable is one.However, only when this rule is applied to an AllDifferent atom, a variable can be unified 

with a number by using other information even when the number of candidates of a variable is not one. This is 

because elements of the list in the AllDifferent atom do not break the relations among the 9 elements which are 

different each other in specified squares. 

 

7.4. Effect of Global Processing 
As shown in Fig. 5, when the number of variables is 275 or less, constraint processing by using 

constraints of NotEqual atom shortens the processing time, and when it is over 275, the processing time 

explodes. This is because when a problem is a small-scale one, the smaller the cost required for single 

processing, the better the results obtained are; on the other hand, as the size of a problem becomes larger, the 

clause is branches explosively. Branching of the clause reduces the efficiency of computation, as in the case of 

backtracking. An explosive branch makes computation impossible. Since constraint processing by using 

constraints of NotEqual atom can perform only local processing – comparison of two elements in the atom, it is 

difficult to determine the values of variables; therefore, branches of clauses cause.Constraint processing by 

using constraints of AllDifferent atom enables the user to get solutions without causing an explosion in 

processing time. This is because the effective rules suppress the clause’s branching, though the cost required for 

single processing is large. It is clear that the larger the size of a problem is, the more effective such a global 
processing becomes. Such a global processing can be obtained by the user’s improving constraint-solving 

algorithms. From the observations above, it is clear that a large-scale and complicated problem should be solved 

not only through local processing but also through global processing. Therefore, we need a computing 

framework which defines a processing scheme suitable for a problem and improves the system. 

 

VIII.      EFFECT OF USER-DEFINED CONSTRAINT PROCESSING 

8.1. Definition of Flexible Constraint Processing 

In various constraint logic programming languages, including CHIP [5] and Prolog III [3], the domains 

of constraints have been fixed, the constraint solvers of which have been provided by system designers. In other 

programming languages, the user also solves problems making use of subroutines and libraries. Therefore, the 

user is not allowed to change or improve rules and data structures which constitute algorithms, resulting in the 

incapability of the user when a problem goes beyond the range of the provided system.A computing framework, 
where a problem is solved by equivalent transformations, enables the user to share the rules as a library. 

Furthermore, as shown in Section VI, the user is allowed to define rules and data structures which carry out 

constraint processing suitable for a problem. If the builtin constraint-solving algorithms are suitable for a 

problem solving, the user easily obtains effective solutions. If not, the computing framework in the present study 

allows the user to compensate new data structures and constraint-solving rules to obtain effective solutions. 

Therefore, whenever the user solves complicated knowledge processing problems, the user becomes capable of 

extending the system. 
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8.2. Data Structures and ET Rules 

In the computing framework proposed by this study, data structures, rules, and control descriptions of 

computation can be extended freely irrespective of the restrictions of the fixed framework. Section 4.1 

introduces a new data structure called an i-var. Such data structures are transformed by equivalent 

transformation rules. Various constraints are also transformed by equivalent transformation rules. These rules 

can be easily defined by the definition of a predicate. Therefore efficient data structures, efficient rules, and 
efficient control can be easily and simply obtained from the specification of a problem. 

 

8.3. Ensuring The Correctness of Solving Method 

When the system provides constraint-solving algorithms, it ensures the correctness of constraints to be 

treated. When a user improves and defines newly constraint atoms, the user should ensure the correctness of 

solving method; therefore, such theoretical foundation that the user can easily guarantee the correctness of the 

algorithm is required. The framework of “problem solving based on equivalent transformation,” on the other 

hand, strictly ensures the correctness of a solution. In this computing framework, since each rule transforms 

equivalently and correctly a declarative description at each computation step, the application of those rules in 

any order as long as they are correct ensures the correctness of a solution. Thus, rules transform mutually 

independently and correctly, a requirement which is called the “independence of rules.” Therefore, the extension 
of data structures, changes in rules and the addition of rules due to a change in constraint atoms (as long as the 

new rules are correct) present no barrier to improving algorithms with the correctness of solving methods 

preserved. 

IX.      CONCLUSIONS 
This paper has solved number-place problems using a computing framework of “problem solving based 

on equivalent transformation,” and showed the effectiveness of the method. Since this computing framework 

allows for easy introduction of new data structures or rules while preserving the algorithm’s correctness, adding 

better data structures and rules to the system makes it possible for computations to be performed in a more 

efficient manner. 
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I. INTRODUCTION 
The laminated composite materials usage is increasing in all sorts of engineering applications due to 

high specific strength and stiffness. Fiber reinforced composite materials are selected for weight critical 

applications and these materials have good rating as per the fatigue failure is concerned. Present work is aimed 

to analyze the behavior of each laminate under the flexural fatigue test rig. Therefore here different types of 

composite materials are selected for test specimens. For this load transducer, the accuracy level required in 

transducer body is an important task. As selection of a transducer and work for its consistency is important 

consideration. Therefore a sensitive, consistently strong transducer to meet the axial tension-compression 

fatigue loading is required. (2)To provide dynamic sensibility to the transducer, foil type resistance strain gauges 

are used. The geometric shape of the load transducer is an important factor to be considered, to impart sufficient 

strain to the strain gauge, which in turn generates a noticeable signal with noticeable amplitude in the form of a 

voltage signal. The dynamic nature of loading could be read in the form of a signal is possible only with the iso-

elastic type of strain gauges. In order to get the information after which it fails software is created which 

produces the waves depicting the response of the transducer to the loads applied on it. The present project work 

mainly is focusing on development of manufacturing process and establishing critical test procedures for the 

polymer reinforced composite materials to be used in certain engineering applications. 

 

II. FATIGUE 
The flexural fatigue failure in laminated composite materials is a very common failure mode in most of 

the FRP components. As reinforced polymers used in weight critical applications, often over designed to 

compensate fatigue failure lead to the increase in weight which in turn hampers the objective of designer. In this 

ABSTRACT 
 The present project work mainly is focusing on development of manufacturing process and 

establishing critical test procedures for the polymer reinforced composite materials to be used in 

automobile & power plant equipments. This experiment played an important role in estimation of 

stiffness of the laminate which in turn helps for the testing to evaluate the stiffness of the laminate for 

further mathematical analysis. The evaluating elastic properties and the flexural stiffness of the 

composite beam by theoretical calculation is compared with experimental value analysis and from 

which the relations of mechanical properties are derived. This reduction in stiffness can further be 

improved by advanced manufacturing process such as compressor moulding, macro sphere moulding 

& auto clave moulding and the results obtained from the analytical testing are used to calibrate the 

load transducers. The load transducer shows a linear response to the load from this is clearly evident 

that the testing could be able to generate the useful data for evaluating the fatigue failure behavior of 

the composites. The data acquisition system from standard manufacturer of model TSI-608 which 

exactly meets requirements. A continuous plot of time verses load could be obtained We can say that 

the required data can be generated as per expectations, which could be utilized to establish the fatigue 

failure behavior any kind of composite laminate. 

 KEYWORDS: glass epoxy composites, fatigue test rig, transducer, pressure plate, CATIA 
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connection the investigation on flexural fatigue failure behavior of laminate to be used in the component is very 

important. As standard equipment and test procedures are not available. 

 
 

2 .1 Fatigue 
When a material is subjected to repeated stresses or loads, it fails below the yield stress. Such type of 

failure of a material is known as fatigue. 

 

2.1.1 Characteristics of Fatigue 
 In metals and alloys, the process starts with dislocation movement, eventually forming persistent slip bands 

that nucleate short cracks.  

 

 Fatigue is a stochastic process, often showing considerable scatter even in controlled environments.  

 The greater the applied stress range, the shorter the life.  

 Fatigue life scatter tends to increase for longer fatigue lives.  

 Damage is cumulative. Materials do not recover when rested.  

 

 Fatigue life is influenced by a variety of factors, such as temperature, surface finish microstructure, presence 

of oxidizing or inert chemicals, residual stresses, contact, etc.  

 

2.2 Flexural Fatigue 
When a material is subjected to variable bending stresses or loads, it fails below the yield stress. 

 

2.3 Fatigue Test Applications 
Fatigue testing helps determine how a material or product design will perform under anticipated service 

conditions. Many fatigue tests repeat the application of loads by controlling stress that is repeated for millions 

of cycles. In many engineering applications, products or materials experience vibration or oscillatory forces so 

it’s important to predict and prove fatigue life, or cycles to failure under loading conditions.There are as many 

specialized fatigue testing protocols or test methods as there are products designed for fatigue applications. A 

few are supported as industry standard test methods but most designs are unique so machines are configured to 

match their needs. Metals and metal substitutes such as advanced composites are commonly used for fatigue 

resistant designs, so standards are more available. Low Cycle Fatigue (LCF) or strain controlled tests, High 

Cycle Fatigue (HCF) or load controlled tests, and even Random Spectrum tests are now common. Medical 

implants for orthopedic and intravascular use are also widely tested to FDA requirements.(4) 

 

2.4 Mechanism of Fatigue Failure in Laminated Composites 
“Composites are a combination of a reinforcement fiber in a polymer resin matrix, where the 

reinforcement has an aspect ratio that enables the transfer of load between fiber, and the fibers are chemically 

bonded to the resin matrix. This precise definition accounts for the attributes of composites as an engineering 

material and differentiates them from a lot of combined materials having a lesser degree of synergy between the 

individual components.Cyclic deformation process in fiber-reinforced materials differs widely from those in 

homogenous isotropic materials. For example, crack nucleation plays a significant role in the latter; in the 

former, cracks and failure zones are often formed in the very first few cycles. In fact, there are often voids and 

defects in the material even before cycling begins. Secondly, fiber reinforced materials are characterized by a 

high degree of anisotropy; the ratio of longitudinal to transverse moduli varies from about 5 for glass fiber-

polymers to about 25 for graphite or boron fiber-polymers. The stress field around a flaw in such a highly 

anisotropic medium is significantly different from one in isotropic material consequently, while homogeneous 

isotropic materials usually fail in fatigue by the nucleation of a crack which propagates in single mode, 

composite materials generally exhibit a variety of failure modes including matrix crazing or micro cracking, 

individual fiber failures resulting from statistically distributed flaw strengths, debonding, delamation, void 

growth etc. In addition, several of these failure modes are generally present at any given time prior to failure. 

 

Further, failure mechanisms in the fiber are different from those in the matrix. It is well established, for 

example, the glass by itself does not exhibit dynamic fatigue failure but fails in „‟static „‟ fatigue as a result of 

thermally activated stress corrosion reactions of water vapor at surface flaws. When glass fiber are enclosed in a 

polymer matrix, and subjected to cyclic loading, it is not clear whether there would be reactions at the entire 

glass polymer interface due to moisture absorption through the polymer layer, or whether matrix micro cracks, 

alone (resulting from cyclic failure), would provide a conduit for preferential attack by water vapor over a 

localized area on the fibers at the crack front leading to further crack growth and eventual fatigue failure of the 

composite.(5) From this description it is clearly evident that the fatigue life of composite laminate is influenced 



Experimental Analysis & Designing… 

||Issn 2250-3005 ||                                                    ||November||2013||                                                           Page 73 

by many factors. The degree of significance of the above mentioned factors cannot be established with 

confidence. This present work is aimed at establishing a suitable test procedure for the fatigue life characteristics 

with a low cost test rig to meet the real time design requirements. The features of the test rig are explained in 

following script.As the test proceeds for so many number of load cycles (is of order 10
6
 cycles) the generated 

from dynamic transducer cannot record manually. Then the signal conditioning system coupled with analog to 

digital conversion electronic circuit and the data logging software incorporated in the test rig. This logged data 

can be analyzed to establish the failure behavior and fatigue life characteristics of the composite laminates. This 

method of testing can be utilized for fatigue applications. 

. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Positioning of composite material in vertical direction in Pictorial view of Fatigue Test Rig 

 
 

 
 

Fig 2.Positioning of composite material in horizontal direction in Pictorial view of Fatigue Test Rig 

 

The Bending fatigue test rig is capable of simulating bending fatigue load of 0 to 1000N on the test 

coupon at a frequency of 94 cycles per minute. The king pin is assembled to the dovetail mechanism which 

could be fixed at desired eccentricity. That provides desired bending force on the specimen. 

 

2.5.1 Important Components of Test Rig  

[1] Load cell  

[2] Specimen holding beam  

[3] Dovetail assembly  

[4] Induction motor  

[5] Adjustable columns(Sliding )  

[6] Electronic circuit(Signal Conditioning System)  

[7] Data acquisition software  

[8] Connector from the electronic circuit to the 

computer. Printer(7)  
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2.5.2 Working Principle of Test Rig  

The schematic diagram of test rig as shown in Fig. 3.2. is self explanatory. The hinge eccentricity from 

the center of the crank is directly proportional to the deflection of the composite specimen. And this deflection 

resisting force is experienced by the linkage which is equipped with strain measurement. The strain gauge 

bonded to the linkage (load cell) elongates and contracts along with the load cell which in turn imbalances the 

balanced bridge circuit connected to the strain gauge.The output voltage of the bridge circuit is directly 

proportional to the deflection load of the composite specimen. As crank rotates with the constant rpm of 94 the 

strain measuring system develops voltage proportional to the degree of deflection. The voltage waveform is a 

pure sine wave. The cyclic load applied to the composite specimen generates a fatigue crack at the fixed end A 

from the Fig. 2.2. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Schematic line diagram of Hinge Eccentricity, Load Cell and Specimen Holding Arrangement 

 

Which in turn reduces the stiffness of the composite specimen and that is been clearly reflected on the voltage 

output from the strain measuring bridge circuit. The amplitude of wave form decreases as the damage 

progresses in the due course as the cyclic loading proceeds from 0 cycles to n number of cycles. This 

diminishing wave form reveals the health of the laminate as the time progresses. The recording of data in digital 

form could lead to analyze the fatigue damage pattern accurately. (9) 

 

3.5.3 Specifications of the Test Rig 
Bending load capacity   -------------------------------------------------- 0 to 1200N 

 

Frequency --------------------------------------------------- 1.57 to 10 RPS 

 

Specimen specifications --------------------------------------------------- 200x40x6 mm 

Eccentricity --------------------------------------------------- 0 to 250 mm 

 

III. LOAD CELL 
Introduction: Load cell is a very important component which senses load and delivers a voltage analog signal, 

which is proportional to the intensity of load. This consists of a metallic body designed to meet the requirements 

of the working load range, generally it is made of aluminum alloy. The foil type strain gages are fixed to the 

body of the load cell. When the body of the load cell is subjected to load, the strain induced is transmitted to the 

strain gage. Dynamic load sensor (LOAD CELL) is important component of the test rig.(10) 

 

Selection of a Transducer: 

The selection of the correct load transducer is followed by the following steps: 

1. Material selection.  

2. Proposing geometric models.  

 High sensitive type  

 Medium sensitive type  

 

The material selection is based on the elastic property that is young’s modulus. This should be capable of 

providing sufficient elastic strain for a given load application range. As per the present load application range of 

0 -1000 N the material selected for this application is an aluminum alloy of Young’s modulus 70 GPA. 

 

 

 

 



Experimental Analysis & Designing… 

||Issn 2250-3005 ||                                                    ||November||2013||                                                           Page 75 

a. High Sensitive Type Load Cells 

Ring type load cell: The ring type load cell body is made of Aluminum. This is proposed in view of simulating 

more strain in the segments of hollow cylindrical segments, when the body is subjected to tensile and 

compressive stress. The ring type load cell is furnished in Fig. 4.1. The ring portion of the load cell body is first 

part of the body to undergo strain by virtue of changing its shape, which is a perfect circular to oval shape. 

When the load cell is subjected to tensile load, the inner portion of the body is subjected to tensile strain and the 

outer portion is subjected to compressive strain. This is proposed in the view of gaining strong signal from the 

bridge circuit. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Ring Type Load Cell Fig. 5. C-Type Load Cell 

 

“C” type load cell: The C type load cell is supposed to be strained in the thinner 

portion of the body. b. Medium Sensitive Type Load Cells 

 

H-Type Load Cell: “H” type of load cell body is proposed to meet the dynamic loading situation of the flexural 

fatigue test rig. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. H-Type Load Cell Fig.7.-Type Load 

Cell 

 

“I” Type Load Cell:“I” type load cell having the thinnest gauge portion among the proposed load cell body 

models. 

 

Pillar Type Load Cell: Among the load cell bodies proposed are observed carefully, and then the cylindrical 

gauge portion is proposed in view of achieving same strain on the gage bonding area of the load cell body. 
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Fig.8. Pillar Type Load Cell 

 

IV. ELECTRONIC CIRCUIT 
Introduction: The electronic circuits are also very important a component of system and this are capable of 

amplifying the analog signal coming from the load cell and digitizes it to have provision of storing the data 

accurately to analyzing the data regarding stiffness degradation behavior of the specimen. 

 

4.1 Electronic Circuit for Signal Conditioning and Data Logging Systems 
Dynamic load sensing is a mechanism, which senses the fluctuating loads with respect to time. A load cell 

(strain gage type) is a transducer, which senses the varying loads and changes its dimensions proportional to 

stress. The strain gage is incorporated in the bridge circuit and change in its resistance due to strain will 

unbalance the bridge. This unbalance voltage is amplified by the instrumentation amplifier. (12)A real time 

application of dynamic load sensing which convert the analog voltage from instrumentation amplifier to digital 

voltage by an ADC. This digital voltage is fed to computer via USB port. The sensing element which is an 

electrical type load cell senses the strain. The strain gage is glued to the load cell. The resistance of the load cell 

is 350 ohms resistors. This bridge is excited by the 10volts DC supply. Under no load condition i.e., when strain 

gage is not strained the bridge is under balanced condition. When load is applied on the load cell, the 

dimensions of strain gage gets changed thereby its resistance is varied. The amount of strain applied on the load 

cell proportionally changes the resistance of the strain gage. This change in resistance causes the bridge to 

unbalance. (13)This unbalanced voltage is proportional to the load applied on the specimen.In the first stage of 

amplification the gain has been limited to only 100 even though the capability of AD620AN is having a gain of 

1000. This decision has been taken by carefully observing characteristics of the instrumentation amplifier to 

avoid unnecessary interference. The typical circuit to the signal conditioning system is shown in following Fig. 

5.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 9.Signal conditioning circuit layout 
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V. EXPERIMENTATION 
Introduction to Flexural Fatigue Experimentation  

The present experimentation is aimed to understand the flexural fatigue behavior under high cycle 

fatigue conditions of Glass Fiber Epoxy, Chapsten E-Glass Epoxy and Glass Fiber Polyester Epoxy laminates. 

Before getting into the experimentation work, the evaluation of mechanical properties of glass fiber epoxy 

laminates is very important.A laminates of 200mm length, 40mm width and 6mm thickness were prepared. And 

from this laminates tensile tests were conducted for calculating the starting load on specimens for conducting 

fatigue test. 

 

5.1 Loading Criteria for Flexural Fatigue Analysis of Glass Fiber Epoxy Laminates 
For simulating high cycle flexural fatigue on test coupons, the calculations were made to estimate the 

bending loads considered to simulate stresses of the order of 50% of maximum tensile strength. To estimate the 

bending load, tensile tests were carried out on laminates. The tensile test results of specimens of Glass fiber 

epoxy, Chapsten E-glass epoxy and Glass fiber polyester epoxy are furnished in table No. 6.1. 

 

And the corresponding bending loads to be applied are calculated with reference to the beam 

bending equation. M/I = F/Y 

 

The specimen is fixed to fatigue testing rig in cantilever mode, then the Maximum bending moment M 

= WL where W is the bending load applied on the specimen. The distance from the neutral axis to the surface of 

specimen is Y, which is equal to half the thickness of the specimen. 

Y = t/2 

 

Moment of Inertia of the specimen I 

= bh
3
/12 and Bending stresses 

induced in the specimen 

 

F = 1/2(Ultimate Tensile strength of 

the specimen) From the above theory, bending load for each 

specimen is obtained. 

 

a) Metallic Mould 
The mould is made of MS material. To prevent the leakage of resin, four dams were fixed through nuts and bolts 

on a 10 mm thick MS plate which is machined by facing operation on lathe machine. The mould cavity area is 

300X300 mm
2  

The mould with above specifications as shown in the figure 6.1. The required pressure is applied through 

pressure plate by tightening the nuts and bolts, the arrangement of which is shown in figure 6.2. 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Representation of Mould Fig. 11. Representation of Pressure Plate 

 

b) Pressure Plate 
 

20 mm thick MS pressure plate with flat turned surface finish ensuring perfect flatness is used in 

order to prevent crippling and flexing due to compressive forces produced due to the top cover plate. 

 

With the above mentioned precautions a laminate, of good quality can be made as shown in figure 6.3. From 

this laminate the test coupons are cut with required specifications which have already been discussed. 
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Fig 12. Laminate Moulded from the Metallic Mould by Compression Moulding Technique 

 

5.2 Tensile Tests 
 

Tensile tests are performed on the specimens and the tabulated values are furnished in table 6.1. The 

specifications of the test specimen are 200mm length, 6mm thickness and 40mm width. Following figures 

related to tensile tests conducted on various specimens. The figure represents the tensile test in progress. The  

figures to furnish below are specimens subjected to tensile test. 

 

 

Specimens Max Tensile  

 strength(MPa)   

    

Glass fiber epoxy 358   

    

Chapsten E-glass epoxy 207   

    

Glass   fiber   polyester 74.5   

Epoxy    

    

Table 1. Tensile Test Results  Fig. 13. Tensile Test in Process 

 

 

 

 

 

 

 

 

 

 

Fig. 13.1 Tensile Test Specimens of Glass Fiber Epoxy, Chapsten E-Glass Epoxy and Glass Fiber Polyester 

Epoxy 

 

 

 

 

 

 

Fig. 

13.2 Glass Fiber Epoxy Specimen after Tensile Test Fig 13.3 Chapsten E-Glass Epoxy Specimen 

after Tensile Test 

Fig. 13.4 Glass Fiber Polyester Epoxy Specimen after Tensile Test 
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VI. RESULTS AND DISCUSSIONS 
Introduction 

The present project work is aimed at establishing certain mechanical properties while designing fiber 

reinforced components for engineering applications. This experiment played an important role in estimation of 

stiffness of the laminate which in turn helps the user of the testing to evaluate the stiffness of the laminate for 

further mathematical purposes. The evaluating elastic properties and estimating the flexural stiffness of the 

composite beam and from the analytical evaluation of flexural stiffness has been matched with the theoretical 

calculations. This loss in stiffness of composite laminate is due to inherent defects generally occurs during 

welding and curing of the reinforced component.This reduction in stiffness can further be improved by 

advanced manufacturing process such as compressor moulding and auto clave moulding and the results obtained 

from the analytical testing are used to calibrate the load transducers. The load transducer shows a linear 

response to the load from this is clearly evident that the testing could be able to generate the useful data for 

evaluating the fatigue failure behavior of the composites. This data acquisition load generates the digital of time 

verses voltage by converting this data into time verses voltage with suitable multiplying factors. The data 

acquisition system from standard manufacturer of model pci-207 which exactly meets requirements.A 

continuous plot of time verses load could be obtained. We can say that the required data can be generated as per 

expectations, which could be utilized to establish the fatigue failure behavior any kind of composite laminate. 

 

6.1 Flexural Fatigue Failure Behaviour of Glass Fiber Epoxy Laminate 
Flexural fatigue failure behavior of laminates exhibits stiffness decay with respect to number cycles of 

load application. In this work ORIGIN LAB curve fitting tool is used to plot the data, number of cycles verses 

instantaneous maximum bending load within the cycle. The total scheme of experimentation is conducted at 

constant amplitude of bending. This phenomenon of bending load for yielding constant deflection is also known 

as stiffness. The test specimen used is shown in Fig. 7.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Glass Fiber Epoxy Test Specimen 

 

From the data logging system, the converted data is load applied on the specimen and number of cycles is given 

in the table 7.1. This data is used in plotting stiffness degradation curves. 

 

Table 2. Stiffness Degradation Data of Glass Fiber Epoxy laminate 

 

Number  of LOAD in  5096.22 168.473  14894.6 116.910 

Cycles NEWTONS  5532.68 168.306  15305.93 114.223 

         

0 320.006   4981.61 164.48  15769.08 113.781 

         

100.48 311.663   6055.49 163.633  16552.51 113.09 

         

219.8 291.354   6305.12 163.08  17397.17 113.046 
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345.4 281.055   6355.36 162.17  18012.61 111.728 

         

405.06 278.333   6466.83 160.97  18552.7 108.632 

         

538.51 278.356   6531.2 160.5  19196.4 104.075 

         

591.89 270.37   6590.86 157.48  19915.45 100.07 

         

676.67 267.555   6626.97 157.167  21078.82 95.11 

         

797.56 267.553   6653.66 154.957  22000.41 88.041 

         

904.32 264.895   6686.63 152.7  22564.04 87.966 

         

943.57 262.481   6714.89 152.586  23242.28 84.687 

         

1029.92 242.97   6749.43 152.16  23831.03 83.902 

         

1146.1 234.243   6772.98 150.94  24287.9 77.38 

         

1890.28 226.802   6821.65 150.982  24689.82 73.771 

2138.34 225.75   7380.57 149333  25170.24 70.9 

2474.32 223.974   7567.4 148.687  25481.1 68.147 

2701.97 221.938   7892.4 145.935  25865.75 67.971 

2739.65 219.28   8262.91 145.701  25906.57 65.935 

2797.74 206.40   8700.94 142.19  26602.08 65.77 

2824.43 202.321   9132.7 140.777  27245.78 65.16 

2964.16 198.327   9679.05 137.973  28164.23 63.473 

3058.36 195.506   9964.8 137.25  29088.96 62.413 

3110.17 193.661   10489.17 133.216  29665.15 62.03 

3303.28 185.08   11366.8 132.632  30506.67 60.127 

3496.39 182.853   11999.51 130.713    

4114.97 179.851   12767.24 126.624    

4491.77 177.786   13547.53 125.163    

 

The data obtained from the experiments is plotted in plotted in Fig. 7.2. Results obtained reveal that the 

nature of behavior of the material is revealing exponential decay in its mechanical properties due to fatigue. This 

type of plotting is normally known as “Stiffness Degradation Curve plotting”. From the figure it is clear that the 

bending load is dropped from 

 

320N to 60.127N and attained pivoting state where further reduction in stiffness is not noticed. Pivoting state is 

noticed at 25,000cycles. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14.1 Stiffness Degradation behaviour of Glass Fiber Epoxy laminate Number of Fatigue Cycles at 1.57 

RPS for Glass Fiber Epoxy Laminate 

 

Fig. 14.2 Second order differential curve of Glass Fiber Epoxy laminate derived from Fig. 
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7.2 Flexural Fatigue Failure Behaviour of Chapsten E-Glass Epoxy Laminate 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 15. Chapsten E-Glass Epoxy Test Specimen 

 

 The Flexural fatigue analysis data obtained from the experiment for Chapsten E-glass epoxy laminate is 

given in table 7.2. And the stiffness degradation is plotted in Fig.7.5. From this figure it is observed that the 

bending load dropped from 318.764N to 27.416N. Compared to Glass fiber epoxy specimen stiffness 

degradation curve, it is observed that there is smooth reduction in stiffness. The stiffness at the pivoting state is 

27.416N as per the experiment. The stiffness of the specimen at the pivoting state is 8.6% of the virgin 

specimen. 

  

Table 3. Stiffness Degradation Data of Chapsten E-Glass Epoxy laminate 

  

Number of LOAD in  7353.88 79.787  18454.02 34.801 

Cycles  NEWTONS   7523.44 74.421  18977.65 34.46 

0  318.764   7656.89 71.113  19501.28 34.12 

65.94  203.285   8247.21 68.1  20024.91 33.775 

202.53  122.103   8597.32 65.6  20548.54 33.433 

244.92  120.388   8685.24 54.7  21072.17 33.091 

281.03  119.051   8859.51 47.73  21595.8 32.75 

310.86  115.772   8913.43 46.77  22119.43 32.406 

438.03  110.53   8962.47 45.356  22643.06 32.064 

477.28  108.383   9014.62 44.756  23166.69 31.722 

507.11  107.142   9452.74 43.9  23690.32 31.38 

582.47  105.698   9924.73 42.235  24213.95 31.04 

610.73  104.392   10732.22 41.766  24755.32 30.7 

723.77  102.612   11219.35 40.565  25296.69 30.354 

761.45  101.331   11763.48 39.96  25838.06 30.112 

1339.21  98.353   12132.83 38.91  26379.43 29.67 

1734.85  97.95   12764.03 38.565  26290.8 29.33 

2391.11  97.62   13217.72 38.223  27462.17 28.985 

2634.46  97.21   13741.35 37.881  28003.54 28.643 

3367.65  96.73   14264.98 37.54  28544.91 28.3 

4461.94  94.842   14788.61 37.2  29086.28 27.96 
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Fig. 16.1. Stiffness Degradation behaviour of Chapsten E-Glass Epoxy laminate Number of Fatigue 

Cycles at 1.57 RPS for Chapsten E-Glass Epoxy Laminate. 

 

Fig. 16.2. Second order differential curve of Chapsten E-Glass Epoxy laminate derived from Fig. 

6.5. 

 

The experiments carried out in the laminates of Glass Fiber Epoxy, Chapsten E-Glass Epoxy and Glass Fiber 

Polyester Epoxy clearly exhibited a variation in the residual load bearing capacity after pivoting state. The 

graphical representation in Fig. 16.1. The stiffness degradation process of each specimen under goes basically in 

three stages, in the first stage the stiffness reduction rate is very fast this is due to the top and bottom layers of 

the laminates are subjected to maximum strain which leads to the failure being the glass reinforcement is pure 

elastic in nature. In the second stage as the stress levels on the subsequent layers reduces as the distance from 

the neutral layer is continuously decreasing. In the third stage of the failure already broken fibers provides a 

cushioning effect and resist the free bending of the specimen hence the stiffness degradation tends to towards 

zero.The results clearly establishes that the Glass Fiber Polyester Epoxy, exhibited very slow stiffness reduction 

rate when compared to the other specimens and the residual bending load bearing(residual stiffness ) is also 

maximum i.e. 58.617N and the Stiffness retention after pivoting state is 73.26%. Hence it can be recommends 

that the Glass Fiber Polyester Epoxy material is best for fatigue critical applications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16.3. Consolidated Flexural Fatigue Test Results of Glass Fiber Epoxy, Chapsten E-Glass Epoxy 

and Glass Fiber Polyester Epoxy laminates. 

 

VII. CONCLUSION 
From the experimental investigation: 

1. Flexural fatigue failure behavior of Glass Fiber Polyester Epoxy laminate composite exhibited better 

results.  

2. The results clearly establish that the Glass Fiber Polyester Epoxy laminate exhibited very slow stiffness 

reduction rate when compared to the other specimens.  
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3. The residual bending load (residual stiffness) is also maximum i.e. 58N and the Stiffness retention after 

pivoting state is 72.5% of the virgin specimen.  

4. Hence it can be recommended that the Glass Fiber Polyester Epoxy laminate is good for flexural fatigue 

critical applications such as wind turbine blades, Air craft wing and auto motive leaf spring constructions.  

 
REFERENCES 

[1] Saud Aldajah Ammar Al-omari and Ashraf Biddah Accelerated weathering effects on the mechanical and surface properties of 

CFRP composites Vernon T. Bechel, John D. Camping, Ran Y. Kim  
[2] 2. Cryogenic/elevated temperature cycling induced leakage paths in PMCs Composites Part B: Engineering, Volume 36, Issue 2, 

March 

[3] 2005 
[4] Sandhya Rao, RMVGK Rao Cure studies on bifunctional epoxy matrices using a domestic microwave oven Polymer Testing, 

Volume 27, Issue 5, August 2008 

[5] S. Birger, A. Moshonov, S. Kenig The effects of thermal and hygrothermal ageing on the failure mechanisms of graphite-fabric 
epoxy composites subjected to flexural loading 

[6] Composites, Volume 20, Issue 4, July 1989 

[7] [5]Mechanical Properties Of Composite Material Using Natural Rubber With Epoxy Resin Dr. Hani Aziz Ameen  9/3/2008 

[8] Fatigue Strength Assessment Of A Short Fibre-Reinforced Plastic Based On The Energy Dissipation G. Meneghetti*, M. 

Quaresimin**, M. De Monte**  

[9] Experimentally Investigation Effect Of Geometrical Cross- Section On Fatigue Strength Of Aluminum Alloy (6063) Ghazi S. Al-
Marahleh and Khaleel Abushgair Received: July 19, 2010  

[10] Fatigue and Ultrasonic Testing of Epoxy-Glass Composites M. Rojek, J. Stabik*, S. Sokół 
[11] Mechanical Measurements by Thomas G.Beckwith, Roy D. Marangoni, John H. Lienhard Fifth edition an imprint of Addison 

Wesley Longman, Inc First ISE reprint 1999  

[12] The Pressure and Strain Handbook, Vol.29, Omega Engineering.  



International Journal of Computational Engineering Research||Vol, 03||Issue, 11||

 

||Issn 2250-3005 ||                                                   ||November||2013||                                                                              Page 1 
 

 

An Evaluation of Software Development Methodology Adoption 

by Software Developer in Sri Lanka 
 

C.D. Manawadu
1
, Md Gapar Md Johar

2
, S.S.N. Perera

3
 

1 Advanced Technology Center, Zone24x7 Private Limited, Colombo, Sri Lanka 
2 Faculty of Information Science & Engineering, Management and Science University, Selangor, Malaysia 

3Department of Mathematics, University of Colombo, Colombo, Sri Lanka 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

I. INTRODUCTION 
 Software development is a booming industry and it employs a massive number of knowledge workers 

in the current society. Evolution of this great industry has only taken few decades however it has influenced and 

revolutionized businesses more promisingly than the other industries in general. Looking back at the evolution 

of the software development industry, it can be said that the 1960s were boom years for entrepreneurial firms 
established to sell programming and system design skills under contract in a market where the rapidly 

expanding use of computers created a high demand for those skills. The first of these companies Computer 

Usage Corporation—was founded earlier, in 1955,(Kubie, 1994) but by the end of the 1960s, there were 

thousands of such firms. Most such companies were small, but a handful was large enough to go public, 

employing hundreds of programmers.(Campbell-Kelly, Winter 1995). In January 1967, International Computer 

Programs (ICP) in Indianapolis, Indiana, began publishing a quarterly catalog of computer programs available 

for sale, and the software product industry began to take shape. (Johnson, 2002).A major event that helped set 

the stage for the dramatic growth of software products in the 1970s and 1980s was IBM‘s decision to partially 

unbundle its software products in 1969. Emerson Pugh, a well-known computer historian, describes the ―Origins 

of Software Bundling‖ at IBM. Then Watts Humphrey, a key software executive at IBM in the 1960s and later, 

covers his experiences in ―Software Unbundling: A Personal Perspective,‖ and Burton Grad provides ―A 
Personal Recollection: IBM‘s Unbundling of Software and Services.‖ (Grad & Johnson, 2002) 

 

 In today‘s context, according to Software Magazine, the top 500 companies in the computer software 

and services industry generated $640 billion dollars in revenue in 2012 and employed more than 4.1 million 

people who design, program, maintain, sell, or support computer software and services.(Desmond, 2012) 

One key factor lies for the success of the software industry which is the software development methodology that 

binds the people, processes, technology and tools. Hence a software development methodology is an integral 

part of software development. It ensures quality is given prominence and provides a consistent and standard 

delivery approach for software within any software development team environment. Hence it facilitates multiple 

stakeholders of a software development project to be interconnected and move forward with accomplishing 

objectives as the software development activities evolves. Exploring into the Sri Lankan context of software 

development, the IT industry in Sri Lanka was established about one and a half to two decades ago, with a large 
number of small and medium enterprises. Current estimates place the total number of entities offering services 

ABSTRACT: 
 Software development methodology usage and the adoption by software developers is an area 

which is crucial to understand. Currently available research in  this area is limited and finding the 

evolution of software development methodology in the Sri Lankan context is vital for this booming 

industry. In this research the main objective is to find out how the evolution of software development 

methodology took place in history in Sri Lanka and what are the current methodologies adopted by the 

software developer in Sri Lanka. The research will be carried out by both qualitative and quantitative 

methods with the facilitation of the software development companies and software developers in Sri 

Lanka. The outcome of this research will be a stepping stone for future research on this area and the 

impact for future software development practitioners while adopting software development 

methodologies.  

KEYWORDS: Adoption, Methodologies, Software Developer, Software Development, , Sri Lanka, , 

Sri Lankan Software R&D 
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 in the software development industries in Sri Lanka at over 200.(SLASSCOM, 2012)Current there is 

no literature that studies about the adaption of software development methodology in the Sri Lankan context. 

Further similar studies in the Asian region have been less. Hence this papers purpose is to prepare a detailed 

case study in the context of Sri Lankan Software Development Methodology adoption which is needed to be 

studied extensively.  
 

Therefore the aim of this study and the driving Research Questions for this study are:  
 

 How did the Software development methodology adoption occur in Sri Lanka  

 What is the current methodologies adopted by Sri Lankan Software developers 
 

 Since a vast majority of the current studies on the use of software development methods highlight the 

experiences of US and the European organizations. In contrast, little is reported on how those methods are 

actually being practiced within a small Asian country, and how successful they have been. (Rahim, Seyal, & 

Rahman, 1998) Therefore this research is motivated by the knowledge gap in the literature on comprehensive 
studies that describe the adaption of software development methodologies in a country. The research relevance 

can be considered high because the main objective of software engineering is the development of high-quality, 

on-time, and within budget software projects, which can only be delivered with the utilization of a systematic 

development process, as has been proven in other engineering disciplines. Therefore, this study contributes to 

organize the diverse and partial views of software development methodology adoption. The remainder of the 

paper is structured as follows. In Section 2, we discuss the existing literature that is available with similar 

studies from other parts of the world. Section 3 describes the research methodology approach used in the paper 

and demonstrates how the research was conducted. Section 4 discusses in detail the results and in discussion 

mode the outcome of the study which would be beneficial to practioners and researchers. In Section 5 we 

concluded the paper with limitations and future work. 

 

II. LITERATURE REVIEW 
 In the literature review, the research will look at some of the key software development methodologies 

including waterfall, spiral, prototyping, rapid application development, rational unified processes and agile. In 

here the research will look at their evolution and present some of the benefits and drawbacks each of these 

methodologies possesses. Hence through this background study, it will be helpful for the researcher to identify 

some of the most used software development methodologies and understands its evolution which will be helpful 

to directly map towards the Sri Lankan evolution and the adoption by the software developer.  

 

Waterfall Methodology 
 The evolution of software development life cycles (SDLC) starts in the mid twentieth century. 

According to Boehm (1988) prior to the year 1956, the software was developed by Code & Fix technique  which 

included two steps: step 1, write some code, and step 2, fix the problems of this code. However in 1956, the 

experience recognizes the problems with more large software development, and then, a model stagewise was 

originated. This model stipulates that the software should be developed in successive stages:  operational plan, 

operational specifications, code specification, code parameters test, integration test, shakedown (test and 

implementation), and system evolution. (Boehm, 1988) Royce (1970) proposed the Waterfall methodology in 

order to avoid the difficult nature of ―code and fix‖ approach. He proposed the construction of a prototype, and 

involvement of the users in several phases. The methodology was also proposed initially to deal with the 

increasing complexity of aerospace software, which included development of software packages for spacecraft 

mission planning, commanding and post-flight analysis. In various researches the Waterfall Model is classified 

as a traditional methodology (Dyck & Majchrzak, 2012).The central concept of the waterfall methodology is the 
integrated verification and validation of the results by the customer in order to complete a certain phase (Royce, 

1970).Taking on a process-centered perspective, the supportive disciplines of the waterfall methodology are 

mainly quality management and documentation. (Dyck & Majchrzak, 2012) An underlying implication of the 

waterfall methodology is that both problem and solution can be fully described upfront (Agresti, 1986), further 

introduces the requirements, analysis and design phases before coding(Rodríguez-Martínez, Mora, & Alvarez, 

2009). This tends the software development team to focus on clear and concise requirements before moving 

through to development and hence deal with unwanted rework. Discussing on the negative side of the waterfall 

methodology, researchers negatively emphasize on the waterfall methodology on extensive documentation 

(Royce, 1970). In this context, some sources criticize that testing activities also start too late and without any 

customer involvement (Hindel, H¨ormann, M¨uller, & Schmied, 2006). 
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  Considering other process oriented characteristics, the waterfall methodology describes a sequential 

proceeding strategy also covering all phases from requirements to operations, while not explicitly covering 

maintenance and disassembly (Royce, 1970).Even though there are many criticisms for the Waterfall model, it 

has been the base for several subsequent models and the first to suggest the iteration and feedback issues; 

(Rodríguez-Martínez et al., 2009) 

 

Spiral Methodology 
 Spiral methodology adds the risk analysis phase as a critical part of its definition, as well as the notion 

of an incremental development. (Rodríguez-Martínez et al., 2009). Much has been written about the value of 

risk reduction, especially as it is applied to software project management. A progressive approach to reduce 

risks for software development was defined by Barry Boehm. The approach involves working in incremental 

steps or phases to reduce software development risks. (Weckman, Colvin, Gaskins, & Mackulak, 1999). 

In each phase of this spiral approach, the objectives and risks associated with those objectives are defined. Then 

the necessary sub-tasks or prototypes needed to resolve those risks are developed. Finally simulations and 

models are executed to verify that the objectives can be achieved. (Weckman et al., 1999)One difficulty was 

determining where the elaborated objectives, constraints, and alternatives come from. Another difficulty in 

applying the spiral model across an organization‘s various projects was that the organization has no common 

reference points for organizing its management procedures, cost and schedule estimates, and so on. This is 
because the cycles are risk driven, and each project has different risks. (Boehm, 1988)Quality is built into spiral 

model by means of activities involved at each phase, like risk analysis, prototype development, development 

plan, validation and verification, integration and acceptance testing. Each phase ensures that development is not 

moved to the next phase unless the previous phase is satisfied in terms of its activities. There is thorough 

analysis of requirements and risks even before the development starts, which guarantees that system contains 

only those requirements that are feasible and possible to implement. Furthermore, development phase of spiral 

performs step by step analysis of the product which ensures that no faults are escaped.(Boehm, 1988) 

 

Prototyping Methodology 

 Prototyping suggest the development of an initial first operational version of the system in a quickly 

way (prototype), before to the full development. (Rodríguez-Martínez et al., 2009). The software industry has 

adopted this industrial technique to construct prototypes as models, simulations, or as partial implementations of 
systems and to use them for a variety of different purposes, e.g., to test the feasibility of certain technical aspects 

of a system, or as specification tools to determine user requirements.(Carr & Verner, 1997) Prototyping, on the 

other hand, can be viewed a ‗process‘ (Floyd, 1984) which is either a well-defined phase within the software 

development life cycle, or is an ‗approach‘ that influences the whole of it (Budde et al., 1992). The prototyping 

process can encourage the efficient development of applications by breaking a complex and often ill-defined 

problem into several comprehensive yet smaller and simpler parts (Kaushaar and Shirland, 1985). A prototyping 

development approach can help build, and subsequently refine, a product to meet end-user or market 

expectations.(Gomaa H., 1983).Researchers have also noted that prototyping enables us to partition the 

development process into smaller, easier to handle steps(Kaushaar and Shirland, 1985), is cost-effective (Boehm 

et al., 1984, Gordon and Bieman, 1994, Palvia and Nosek, 1990), improves communication between 

development personnel (Alavi, 1985) helps determine technical feasibility (Floyd,1984), is a good risk 
management technique (Tate and Verner, 1990) and results in greater user involvement and participation in the 

development process (Naumannand Jenkins, 1982).It would appear that the prototype process would not be 

appropriate when user needs are static or well-defined, or when development experience with similar 

applications has been extensive (Kraushaar & Shirland, 1985). Evolutionary prototyping, however, can lead to 

problems when performance is not adequately measured and either inefficient code is retained in the final 

product or the prototype demonstrates functionality that is unrealizable under normal usage loads. (Gordon & 

Bieman, 1995) 

 

Rapid Application Development (RAD) 

 RAD proposes scenario-based analysis, the use of CASE tools and the component specification for 

maximum reuse (in the modern RAD concept). (Rodríguez-Martínez et al., 2009). James Martin coined the term 
RAD in the early 1990s to distinguish the methodology from the traditional waterfall model for systems 

development. ―RAD refers to a development life cycle designed to give much faster development and higher 

quality results than the traditional life cycle. It is designed to take maximum advantage of powerful development 

software that has evolved recently.‖ (Martin, 1991)While no universal definition of RAD exists, it can be 

characterized in two ways: as a methodology prescribing certain phases in software development (similar in 

principle to the spiral, iterative models of software construction), and as a class of tools that allow for speedy 
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object development, graphical user interfaces, and reusable code for client/server applications. (Agarwal, 

Prasad, Tanniru, & Lynch, 2000)  The essential characteristics of RAD tools include the capability for 

planning, data and process modeling, code generation, and testing and debugging. RAD methodologies 

encompass three-stage and four-stage cycles. The four-stage cycle consists of requirements planning, user 

design, construction, and cutover, while in the three-stage cycle, requirements planning and user design are 

consolidated into one iterative activity. (Agarwal et al., 2000). In a typical RAD life cycle, the requirements 

specification and design phases consume approximately 30% of the total effort (Martin, 1991)RAD lacks 
suitable representations for managing the co-operative systems development process currently. (Beynon-Davies 

& Holmes, 2002). RAD is accused of being anti-quality. It is commonly believed speed and quality are 

incompatible in software development. You can have one or the other but not both at the same time. On the 

other hand, supporters of RAD argue that modern quality principles are inherent in RAD. Fitness for purpose, 

avoiding waste, getting things right the first time, individual responsibility for quality, and meeting customer 

requirements is as engraved in RAD as in quality. What RAD tries to avoid is the bureaucratic nature of current 

quality control and assurance practice. (Howard, 2002). Other major concerns with RAD include the costs of 

maintaining clean rooms and of funding the extensive user involvement required for prototyping. Many 

organizations have found the culture changes required for RAD impossible to achieve either within the business 

as a whole or within project teams. (Howard, 2002) 

 

Rational Unified Process (RUP) 

 RUP combines a two-dimensional (phases, workflows/activities) model with an iterative/incremental 

approach. (Rodríguez-Martínez et al., 2009). The Rational Unified Process is a Software Engineering Process. It 

provides a disciplined approach to assigning tasks and responsibilities within a development organization. Its 

goal is to ensure the production of high-quality software that meets the needs of its end-users, (Kruchten, 1999) 

within a predictable schedule and budget.(Jacobson, Booch, & Rumbaugh, 1999) 

 

The software lifecycle is broken into cycles, each cycle working on a new generation of the product. The 

Rational Unified Process divides one development cycle in four consecutive phases (Kruchten, 1996) 

 

- Inception phase 

- Elaboration phase 

- Construction phase 

- Transition phase 
 

Each phase is concluded with a well-defined milestone, a point in time at which certain critical decisions must 

be made, and therefore key goals must have been achieved (Boehm, 1996). The advantages of RUP have been 

the aesthetic clarity which makes the management point of RUP very easy, whereas the lacking details required 

supporting Software Engineers lacking is the key issue for its negative feedback over the years. (Hull, Taylor, 

Hanna, & Millar, 2002) 

 

Agile Methodology 

 Agile methodologies are a new host of methodologies that claim to overcome the limitations of 

traditional plan-driven SDMs. The ―Agile Manifesto‖ published by a group of software practitioners outlines the 
principles of agile systems development(Chan & Thong, 2009). In short, these principles emphasize the 

importance of individuals and their interactions, customer collaboration, early and continuous delivery of 

software, and the capability to respond to volatile requirements. Examples of agile methodologies that align with 

the Agile Manifesto include Extreme Programming (XP), Crystal methods, Lean Development, Scrum, and 

Adaptive Software Development(Highsmith, 2002) Highsmith (2002)suggested that the differences between 

traditional SDMs and agile methodologies rest on two assumptions about customers. First, traditional SDMs 

assume that customers do not know their requirements but developers do, whereas agile methodologies assume 

that both customers and developers do not have full knowledge of system requirements at the beginning 

(Highsmith, 2002). Second, traditional SDMs assume customers are short-sighted, and thus developers have to 

build in extra functionalities to meet the future needs of customers, often leading to over designed systems 

(Highsmith, 2002). On the other hand, agile methodologies emphasize simplicity—the art of maximizing the 
work not done(Lindstrom & Jeffries, 2004). Also, the differences in philosophy between traditional SDMs and 

agile methodologies lead to differences in a number of practices and requirements, such as planning and control, 

role assignment among developers, customer's role, and technology used (Nerur, Mahapatra, & Mangalaraj, 

2005).In 2001, the ‗‗agile manifesto‖ was written by the practitioners who proposed many of the agile 
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development methods. The manifesto states that agile development should focus on four core values1:(Dyba & 

Dingsøyr, 2008) 

 

 Individuals and interactions over processes and tools. 

 Working software over comprehensive documentation. 

 Customer collaboration over contract negotiation. 

 Responding to change over following a plan. 

 

 Most studies reported that agile development practices are easy to adopt and work well. Benefits were 

reported in the following areas: customer collaboration, work processes for handling defects, learning in pair 

programming, thinking ahead for management, focusing on current work for engineers, and estimation. (Dyba & 

Dingsøyr, 2008) With respect to limitations, the lean development technique did not work well for one of the 

teams trying it out, pair programming was seen as inefficient, and some claimed that XP works best with 

experienced development teams. A further limitation that was reported by one of the studies, which has also 

been repeatedly mentioned in the literature (McBreen, 2002), was the lack of attention to design and 

architectural issues.(Stephens & Rosenberg, 2003) 

 

III. RESEARCH METHODOLOGY 
This research is an exploratory study. The research adopted a hybrid approach mainly based on 

quantitative research methodologies which slightly combined with qualitative research methodologies. As this is 

a relatively new research domain with insufficient academic research contribution, we had to consult the online 

articles, success stories, case studies and personal experiences shared by practitioners in the industry in Sri 

Lanka. To serve the need of quantitative research, a web based survey comprising of questionnaire was designed 

to approach practitioners who have experience working in software development methodologies in Sri Lanka.  

The questionnaire was sent through emails, community groups, and discussion boards to a large pool of 

practitioners. The data was collected over a period of four months from June, 2013 to October, 2013. The 

overall relevant response rate was 41% due to specific and technical nature of the survey. The questionnaire was 
open for all to access. We scanned data of 51 respondents, which were found more relevant and complete for 

evaluation of the results. Microsoft excel and SPSS were mostly used to evaluate the respondents‘ results. The 

questionnaire was divided into four parts. It contains total 28 close and open ended questions to capture the 

views of IT professionals. In the first section, we asked the demographic information of respondents, while the 

second section captured the particulars of the respondent‘s company. The third section was related to the 

organizations and individuals current & past experience of software development methodologies usage and 

some of the rankings related to effectiveness of using specific methodologies listed. Section 4 was designed to 

capture the perception of the future usage of software development methodology in the organization and at 

individual level. The responses were quite diverse according to the professional experience of the respondents. 

In order to become more focused, we identified the respondents which were specific and practically working in 

the particular roles (Software Engineers, Software Architects, QA Engineers and Project Managers). Informal 
interviews were also conducted to refine the respondent findings. The results presented here are formulated by 

compiling the literature reviews, the survey and informal interviews conducted. Descriptive statistics (mean and 

standard deviation) were used to analyze scores and to derive gaps of the current effective of software 

development methodology usage. Further similar analysis was used to derive results of future preferred 

methodology adoption. Percentage and graph based analysis was used to summarize and present the other 

findings of the research.  

IV. RESULTS AND DISCUSSION 
This section summarizes research findings and results. 

 

A. Particulars of Respondents 

 First section of research questionnaire was designed to obtain the respondents‘ demography. It included 

very general questions such as respondents‘ professional experience and current position etc. The respondent 

sample was quite diverse, that‘s why we got variation in their opinions and observations. Over here we have 

presented the averaged results of our findings. Altogether we got 51 responses. These were covering around 30 

unique software development R & D companies spread across Sri Lanka. All most every company was attached 

to a global software development. From the respondents, 8% respondents had professional experience over 9 

years, 32% respondents had professional experience between 4 - 9 years, 52% respondents had professional 

experience between 1 - 4 years and 8% respondents had less than 1 year of experience altogether. The diversity 

in professional expertise enabled us to get a better understanding of the situation. Participation of respondents on 

the basis their current position is shown in the table 1. 
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Table 1 Respondent‘s Professional Division 

Designation Percentage % 

Software Engineers 60 

Software Quality Assurance Engineers 8 

Software Architects 16 

Project Managers 12 

Other 4 

 

 

B. Particulars of Respondents’ Companies 
 Second section collects the information related to respondents‘ companies in which they were working 

at the time of survey conducted. Questions related to respondents‘ companies e.g. no of employees and types of 

solutions developed were gathered. This section analyzes the information related to respondents‘ IT companies‘ 

software development practices. Respondents worked with companies of different size which varies from Less 

than 5 employees to more than 150 employees working companies. 44% of the respondents worked in 

companies comprising more than 150 employees. 40% respondents worked in companies having employees 

between 75 to 150. 8% of the respondents worked in companies having employees between 25 - 75. The 

remaining 8% respondents fell into the category of having employees below 25 in their companies. These 

companies fall into the falling types of solutions that were developed in-house. E-commerce/cloud-based/web 

applications (e.g. Web portals), Mobile Application Development(e.g. Android Apps), Real time applications 

(e.g. process control, manufacturing), Management information systems (e.g. decision support), Transaction 
processing systems (e.g. payroll, POS, accounting, inventory), Embedded systems (e.g. software running in 

consumer devices or vehicles), Systems software (e.g. telecommunications software), Interactive Multimedia 

Applications (e.g. Games), Legacy Transformation Systems (e.g. .Net porting). Figure 1 depicts the distribution 

of solutions developed by these companies.  

 

 

 
 

Figure 1 : Solutions Developed 

C. Current and past analysis of Software Development Methodology usage 

 Third section of the questionnaire collected the current and past usage analysis of software 

development methodologies and rating of effectiveness of each methodology used currently were gathered. 

Out of the 51 respondents, 100% of the respondents confirmed that their organizations use a software 

development methodology.  When questioned on the current methodologies used in the companies projects as 

an overall indicator, 52.17% of the participants stated using agile, while the rest of the distribution was spread 

among RAD, prototyping, RUP, spiral and waterfall methodologies. Statistics are illustrated in figure 2. 
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Figure 2 : Current usage of software development methodologies 

 The survey also gathered the mostly used software development methodology in the company. 
According to the results 68% of the participants indicated it was Agile and the next mostly used methodology 

was named as waterfall which was 21% of the total percentage. When inquired on the opinion on why it is used 

mostly in your organizations projects? 43% of the respondents stated that is most practical and effective, 29% 

stated its client specific, 18% According to company policy, 7% percent stated its less defects and re-work and 

4% stated its suitable for outsourcing projects.   

 

 
 

Figure 3 : Mostly used software development methodology 

 When we asked the question of what is the software development methodology used in your first 

project, as depicted in figure 4 above, 52% of the respondents stated it was waterfall, 24% stated it was 

prototyping, and the rest stated they used Spiral, RAD and Agile in a distribution of 8 percentage each 

respectively, which working on their first project. While we inquired on the reason, most of the respondents 

mentioned that it was due to organizations policy and client demand at that time. A considerable percentage 

mentioned it is due to only available option and the most effective at that time. Another percentage mentioned 
knew nothing about the other methods. 

 

 
 

Figure 4 : Methodology used in first project? 
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 To analyze the effectives of these methodologies being used, a five-point Likert scale was used to 

establish the level of effectiveness of current methodologies. Out of the six general methodologies used which 

were Waterfall, Spiral, RUP, Prototyping, RAD and Agile, the results are summarized in Table 2 below.  

Out of the analysis below, it clearly draws out the Agile methodology as the most effective methodology as per 

current status among the participants. While we interviewed few individuals for their opinion on this results, 

they agreed on the view of the results expressed, however considering the compared methodologies in place. 

However they also mentioned there are limitations that were existing even though the majority of practioners 
have listed this one out. Further we clearly see that there is a high standard deviation of data analysis for 

Prototyping and RAD methodologies. In all categories, this reflects, hence we feel that the current usage of 

these methodologies may differ from each respondents experiences. Also we feel due to this high variance, these 

two methodologies have not been consistently used within the development scope of projects in Sri Lanka.  

Considering the lowest effective results that have been listed out, we feel that waterfall methodology has been 

the least effective with the rates identified below. However with a slight difference where the Project Managers 

has slightly preferred it. This may be due to the nature of project management compared with Waterfall. 

Looking into the Software Engineers result outcomes, it clearly indicates that the current developers prefer the 

agile context. While interviewing few of the Software Engineers, we gathered that the adoption has occurred 

from traditional based methods such as waterfall to prototype and then from it to agile practice. Most of these 

developers has indicated that they have used waterfall method at the initial stages of their careers. Looking at 
their experience profiles, during the past decade of working in the industry, most of them have used waterfall as 

the main methodology. Therefore we can clearly identify that Sri Lankan software R & D companies have 

approached this method at a early stage of development.  

 

 One clear reason for moving from these standard methodologies to more iterative based once has been 

the fact that the traditional once have always caused re-work and client dissatisfaction over quality on the longer 

run. Further we gathered that most of the projects had not been completed on time using the traditional methods. 

Always there had been project estimation slippages due to client not been part of the requirements engineering 

initially. As per the literature review on the methodologies presented, the drawbacks listed out in section 2 has a 

very direct relation to most of the comments shared by the interviewed software engineers. Mainly with 

comparison of the results depicted in table 2, the preference for Prototype has also been remarkably higher from 

the Software Engineers aspects. This is also a indication that iterative work is much preferred by developers in 
the current context rather than finishing large phases of work which would be ineffective for better productive 

results.  

 

Table 2. Effectiveness of methodologies used 
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D. Future effectiveness of Software Development Methodology usage 
 

Table 3. Future Effectiveness of SDM 

 
 Another analysis that was carried out to determine the future effectiveness of using specific software 

development methodologies. The participants were asked to rate the effectiveness using a five-point Likert 

scale. We added few of the agile methodologies and we dropped out the prototyping methodology as we thought 

it wouldn't be effectively used in the future with the diverse use of agile methods. We added Scrum, Extreme 

Programming (XP), Crystal Methods, Feature Driven Development (FDD), Dynamic Systems Development 

Methodology (DSDM), Adaptive Software Development (ASD) since the literature on SDM usage indicated to 

us that the future would be more relevant for these methodologies. Apart from that we also validated Waterfall, 
Spiral, RUP, and RAD, which the detailed results are summarized in Table 3 above. 

 

The analysis gave use clear insights that the Agile methods are the most effective in terms of usage for future 

software development projects. Out of our sample participants, 4.64 and 4.16 mean values were retrieved for 

Scrum and XP agile methodologies respectively for the five-point Likert scale questions we raised on 

effectiveness. However Scrum methodology had the least standard deviation of 0.49 as a overall level, and 

further the same level of mean and standard deviations were shown comparing results from Software Engineers, 

Architects, QA's and Project Managers. Thus it is evident that Scrum is a popular agile methodology which is 

emerging within the Sri Lankan software development context and the likelihood of companies and developers 

using and preferring it as a methodology is viable. 

 
However the effectiveness of XP was also similar, but it changed slightly while analysing the results with non-

software engineering practioners. Through the literature and knowledge gained, XP is far more superior for 

Software Engineers and its core principles lie on coding. hence that could have been the reason for Software 

Engineers to prefer it for future usage and other not having the same opinion.  

 

Out of the ten methodologies analyzed the least favorite for the future is the Waterfall methodology. Almost all 

the categories of roles has evaluated it as a least effective, other than a slight preference shown by the Project 

Managers. We feel that some of the Project Managers would have seen it effective as their discipline would 

have been skillfully mastered while using the methodology. 
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We also like to emphasize over here that Feature Driven Development (FDD) showed promise, but it has a very 

high standard deviation among all categories. Thus indicating to us that it is a methodology that some of the 

developers are aware and maybe some developers have not used its benefits in real practice.  

 

Thus again with the analyze it denotes that the Sri Lankan software developer and related discipline community 

feels that the adoption of the software development methodology in the Sri Lankan perspective goes mainly to 

the agile methodologies which are in use. Hence in comparison to the changes of usage in the world Sri Lanka is 
also changing similarly as per our analysis.  

 

 

V. CONCLUSION 
The research was a preliminary study of a larger research that is been carried out currently. Hence the 

main goal of the research was to understand the current usage of software development mythologies used by the 

software developers in Sri Lanka. Also to understand how the methodology usage has evolved during the past 

decade. We used both quantitative and qualitative methods to carry out our research and we had selected 

participants from Sri Lankan software industry for this research. The findings of the research was that many 
organizations and developers in the current context use Agile methodologies for the software development. 

Currently they are satisfied with its attributes and further many of them recommend its effectiveness for future 

use as well. Therefore we can clearly say that the Sri Lankan developer community in parallel with what is 

currently happening the words are more aligned. Further the findings of how the development methodology 

evolved during past years was gathered. Most of the past decade development activities has triggered with the 

waterfall and traditional methodologies and now it has slowly evolved into agile methodologies. However the 

surprising and promising factor is that most of the developers and organizations use at least one of the identified 

methodologies to perform software development. Discussing on the limitations of this study, it could be said 

that if the sample of this study was increased it would have given a more better outcome. Hence to provide 

further research into this area, we could propose that methodology specific study comparing effectiveness to the 

Sri Lankan context be studies in order to support future practitioners in determining which methodology they 
could use in which circumstances.  
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I  INTRODUCTION 

Advancement in technology of semiconductor devices has led to a revolution in electronic technology 

over the past decade. However rise in the power quality (PQ) problem is due to power equipments which 

include adjustable-speed motor drives (ASDs), electronic power supplies, direct current (DC) motor drives, 

battery chargers, electronic ballasts. The distortion in current is due to the nonlinearity of the resistor. The 

nonlinear loads are constructed by nonlinear devices, in which the current is not proportional to the applied 

voltage. The concept of current distortion is illustrated in the figure 1.In figure 1 a sinusoidal voltage is applied 
to a simple nonlinear resistor in which the voltage and current vary according to the curve shown. From figure 1 

we observe, the voltage is perfectly sinusoidal, the resulting current is distorted.   

 

 
 

Figure.1 Current distortion caused by nonlinear resistance 
 

 The Non-linear loads seem to be the main source of harmonic distortion in a power distribution system. 

The Non-linear loads produce harmonic currents and inject it into the power distribution network at the point of 

common coupling (PCC).These harmonic current can interact negatively with a broad range of power systems 
equipment such as transformers, motors and produce more losses, overheating and overloading. 
 

II SOLUTIONS FOR HARMONIC   DISTORTION PROBLEMS 

There are set of conventional solutions to the harmonic distortions which have existed for a long time. 

Some of them are as follows 
 

1) The passive filtering is the simplest conventional solution to mitigate the harmonic distortion. The passive 

filtering mechanisms do not depend upon an external power supply. Although simple, the use of passive 

elements does not respond correctly to the dynamics of the power distribution systems. Also the use of passive 

elements at high power level makes the filter heavy and bulky. The passive filters are known to cause resonance, 

thus affecting the stability of the power distribution systems. 2) The active power filter (APF) provides solution 

for harmonic distortion mitigation. The active filters are made of passive and active components and require an 

external power source. The APF utilize power electronics technologies to produce current components that 

ABSTRACT: This paper presents harmonic filter design for HVDC lines using MATLAB version 
R2009a.Non-linear devices such as power electronics converters can inject harmonics alternating 

currents (AC) in the electrical power system. The number of sensitive loads that require ideal sinusoidal 

supply voltage for their proper operation has been increasing. To maintain the quality limits proposed 

by standards to protect the sensitive loads, it is necessary to include some form of the filtering device to 

the power system. Harmonics also increases overall reactive power demanded equivalent load. This 

paper deals with the design of three phase filter banks connected in parallel to achieve optimal control 

for harmonic elevation problems.       
 

KEYWORDS: harmonic filter, sensitive loads, reactive power, three phase filter banks, optimal 

control, harmonic elevation problems. 
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cancel the harmonic currents from the non-linear loads. With the APF the switching frequency noise requires 

additional filtering to prevent with other sensitive equipments. 

 

3) The passive high-pass filter (HPF) used in addition to the conventional APF for mitigating harmonics. This 

combination is known to be hybrid APF.The main objective of hybrid APF is to improve the filtering 

performance of high-order harmonics while providing a cost-effective low order harmonic mitigation.  
 

III MATHEMATICAL ANALYSIS OF HARMONICS 

3.1 TOTAL HARMONIC DISTORTION 

The basic parameter that is used for the harmonic analysis is the total harmonic distortion (THD).The 

total harmonic distortion (THD) gives the common measurement indices of harmonic distortion.THD applies to 

both current and voltage and is defined as the root-mean-square (rms) value of the harmonics divided by the rms 

value of the fundamental and then multiplied by 100%.The THD is given by the following equation. 
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Where 
h

M is the rms value of harmonic component   h of the quantity M . 
 

THD of the current varies from a few percent to more than 100%.THD of the voltage is usually less 

than 5%.Voltage THDs below 5% are widely considered to be acceptable, while values above 10% are 

definitely unacceptable and will cause problems for sensitive equipment and loads.The biggest problem with 
harmonics is voltage waveform distortion. We can calculate a relation between the fundamental and distorted 

waveforms by finding the sum of the squares of all harmonics generated by a single load, and then dividing this 

number by the nominal 50/60 Hz waveform value. We do this by a mathematical calculation known as Fast 

Fourier Transform (FFT) Theorem. This calculation method determines the total harmonics distortion (THD) 

contained within a nonlinear current or voltage waveform. 
 

3.2 FOURIER SERIES 
Fourier series are used in the analysis of periodic functions or periodic signals into the sum of 

oscillating function called sines and cosines. Many of the phenomena studied in engineering and science are 

periodic in nature eg. the current and voltage in an alternating current circuit. These periodic functions can be 

analyzed into their constituent components (fundamentals and harmonics) by a process called Fourier analysis. 

By definition, a periodic function, f(t) is that where f(t) = f(t+T). This function can be represented by a 

trigonometric series of elements consisting of a DC component and other elements with frequencies comprising 

the fundamental component and its integer multiple frequencies. This applies if the following so-called Dirichlet 

conditions are met: 

If a discontinuous function, f(t) has a finite number of discontinuities over the period T 

If  f(t) has a finite mean value over the period T 

If f(t) has a finite number of positive and negative maximum values  

The expression for Fourier series expansion is given as follows, 
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We can further simplify equation (1), we get 
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The component with n =1 is the fundamental component. Magnitude and phase angle of each harmonic 

determine the resultant waveform f (t). 

 

The equation (3) can be written in complex form as, 
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The main source of harmonics in power system is the static power converter. Under ideal operation condition, 

harmonics generated by a p pulse power converter are characterized by, 

   and
n

I
I

n
,

1
 1 pln          (6) 

where n stand for the characteristic harmonics of the load; l=1, 2… and p  is an integer multiple of six. 

 The figure below gives the example of harmonic spectrum  

 
Figure 2. Example of harmonics spectrum 
 

IV SIMULATION AND RESULTS 
The figure 3 represents the simulink model of proposed system created in MATLAB.The three phase 

harmonic filters are connected between the buses B1 and B2 through breaker. For analysis of the harmonics two 

cases were taken. Case 1 with the three phase harmonics filters connected to the lines and the case 2 with the 
harmonic filters not connected to the lines.  
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Figure 3. Simulink model of the proposed system 
 

Three-phase harmonic filters are shunt elements that are used in power systems for decreasing voltage 

distortion and for power factor correction. Nonlinear elements such as power electronic converters generate 

harmonic currents or harmonic voltages, which are injected into power system. The resulting distorted currents 

flowing through system impedance produce harmonic voltage distortion. Harmonic filters reduce distortion by 

diverting harmonic currents in low impedance paths. Harmonic filters are designed to be capacitive at 
fundamental frequency, so that they are used for producing reactive power required by converters and for power 

factor correction.The HVDC (High Voltage Direct Current) rectifier is built up from two 6-pulse thyristor 

bridges connected in series. The converter is connected to the system with a 1200-MVA three phase transformer 

(three windings).A 1000-MW resistive load is connected to the DC side through a 0.5 H smoothing reactor. The 

filters are made of the following four components of the powerlib/Elements library: 

 

1. One capacitor banks (C1) of 150 Mvar modeled by a “Three-Phase Harmonic Filters “are used in HVDC line. 

 

(i).One C-type high-pass filter to the 3rd (F1) of 150    Mvar 

 

(ii).One double-tuned filter 11th /13th (F2) of 150 Mvar 

 
(iii).One high-pass filter tuned to the 24th (F3) of 150 Mvar. 

In order to achieve an acceptable distortion, several banks of filters of different types are usually 

connected in parallel. The combinations of different banks are derived from basic filters Butterworth Chebyshev 

and Cauer filters. The most commonly used filter types are 

1. Band-pass filters, which are used to filter lowest order harmonics such as 5th ,7th ,11th ,13th etc.Band-pass 

filters can be tuned at a single frequency(single tuned filter) or at two frequencies(double-tuned filter) 

2. High-pass filters, which are used to filter high-order harmonics and cover a wide range of frequencies. A 

special type of high-pass filter, the C-type high-pass filter, is used to provide reactive power and avoid parallel 

resonances. It also allows filtering low order harmonics (such as 3rd), while keeping zero losses at fundamental 

frequency.    

 The figure below shows the different types of three-phase RLC harmonic filter. 

 
Figure 4. Different types of three-phase RLC harmonic filter 
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The simulink model of the proposed system is given in figure 2.The power converter usually act as nonlinear 

source injecting harmonics into the system. The three phase harmonic filter is installed between the buses B1 

and B2. 

 
 

Figure 5. Three phase voltage at the bus B1 without harmonic filter 

 

 
 

Figure 6. Three phase voltage at the bus B1 with harmonic filter 

 

Figures 4 and 5 gives the simulation results of the three phase voltage at the bus B1 with and without 

harmonic filters. From figure 4 we observe that in the absence of three phase harmonic filters the three phase 

voltage at the bus B1 getting distorted due to the harmonics injected by the rectifier, which is the non-linear load 
in this case. 

 
 

Figure 7. Three phase current at the bus B1 without harmonic filter 

 

 
 

Figure 8. Three phase current at the bus B2 without harmonic filter 
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Figure 9. Three phase current at the bus B1 with harmonic filter 

 

 
 

Figure 10. Three phase current at the bus B2 with harmonic filter 

 

Figures 6 and 7 gives the simulation results of three phase currents at the buses B1 and B2 without 

harmonic filters. Figures 8 and 9 gives the simulation results of three phase currents at the buses B1 and B2 with 

harmonic filters. On comparison of figures 6,7 and 8,9 we observe that in the absence of three phase harmonic 

filters the three phase currents at the bus B1 and B2 getting distorted due to the harmonics injected by the  non-
linear load. 

 

 
 

Figure 11. Harmonic spectrum of three-phase currents at bus B2 without harmonic filter 

 

 
 

Figure 12. Harmonic order of three-phase currents at bus B2 without harmonic filter 
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Figure 13. Harmonic spectrum of three-phase currents at bus B2 with harmonic filter 

 

 
 

Figure 14. Harmonic order of three-phase currents at bus B2 with harmonic filter 

 

 On comparison on figures 10, 11 with figures 11, 12 we observe that the total harmonic reduction 

(THD) was considerably reduced from 12.59% for the case without harmonic filters to 0.70% for the case with 

harmonic filters. The simulation is performed for the test case with alpha 19 degree .Simulations can be 

performed for various values of alpha and the impact on the DC level and on generated harmonics can be noted.  
 

V  CONCLUSION 
There will be an increasing economical impact on the operation of electrical power system due to 

losses in the system.In this study the HVDC model in MATLAB/SIMULINK is used with different three phase 

filter banks to reduce the distortion and to increase the power quality of the system. Three phase harmonic filter 

used in this work for decreasing the voltage distortion and for power factor correction. The focus of this work is 

to have economical impact of the electrical power system through harmonics, distortion reduction and to 

increase the power quality of the system.  

 

VI  SCOPE OF FUTURE WORK 

This is work can be extended in future with different filter combinations for decreasing the harmonics. 

Advanced modifications can be imparted to this filter design to address various power quality issues and to 

provide the end users with reliable source of power. 
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I. INTRODUCTION 
 The highly toxic chemical in tobacco alkaloids is nicotine,3-(1-methyl-2-pyrrolidinyl) pyridine present 

in the leaves of Nicotiana tabacum [1]. Nicotine is  one of the several thousands  of  compounds ,  identified in 

tobacco . The determination of nicotine is an important analysis for the tobacco industry, as the quality and 

usability of the product can be determined by its nicotine content [2]. Nicotine content in cigarettes has been 
reported in several studies [3-4] based on the dose reduction resulting from cigarette smoke as the main control 

in estimating the concentration of nicotine produced by smoking . Nicotine can be found in tobacco particulate 

matter and in tobacco smoke [5]. Nicotine in tobacco smoke is converted to its volatile and available free-base 

from through the action of gaseous ammonia [6].Various methods have been employed to determine the nicotine 

content in tobacco, including solvent extraction followed by gas-chromatographic-mass spectrometric analysis 

[7] or liquid chromatography with ultra violet visible (UV-Vis) spectrophotometer [8]. Most  technologies   are  

expensive  . Activated carbons  are  widely  used   as  adsorbents   for   purification   of   aqueous  solutions . In  

separation science  the process  of  adsorption has an edge over  other methods ,due to its simplicity  and sludge 

free clean operation  used for nicotine separation [9]. The objective of this study is to estimate  the nicotine 

content of 4 popular cigarettes  and to  compare the ability  of coconut fibre , saw dust and tea waste as 

adsorbents  for nicotine content in tobacco .  

II. MATERIALS & METHODS 
 Brand of cigarettes used in this study were Gold, Capstan , Gudang garam  and Tradition  purchased  

from a local supermarket. Cigarettes  were  taken  out  of   their   rolling  paper  dried  to  weighing. 0.5g  of    

individual  tobacco were weighed,  placed  in  a 100 ml beaker  and  treated with boiling water  in  a  well-closed  

flask,   after   twenty-four  hours   the   liquid  was  treated  with  10 ml  of   adsorbing solution  (0.01 NaOH  in 

10% ethanol) . Subsequently solution of  nicotine  extract was  stirred  for  3  hours .  The liberated   solution  of 
nicotine is distilled off in a current of steam, in such a  way that the volume of liquid  in  the flask is reduced 3/ 

4
rth

 th   . to  2/3
rd

 . When the volume     of distillate attains two to three times less then  that of the original  liquid  

the  distillation  was  stopped.   

 

III. RESULTS AND DISCUSSION 
 The results obtained in the estimation  of   nicotine adsorption  of four cigarettes  brands by   coconut 

fibre , saw dust and tea waste,used as adsorbents  were  determinated  by  the UV-Vis spectrophotometer  

method. The data of the table(1) envisages that, the   initial  concentration    of    nicotine   in four cigarettes   

Gold , Capstan  , Gudang garam   and  Tradition  were  3.3106x10
-3   

 ,  2.9867x10
-3 

 , 3.9196x10
-3 

 , 4.5351x10
-3 

mg/L  respectively, while the   initial  concentration   of    nicotinic  acid  that  was  used  as  standard  was  

1.5031x10
-3 

mg/L . The   concentrations  of    nicotine   in four cigarettes  that  adsorbed by  coconut fibre  , saw 

dust  and  tea waste  is   shown   in  the  table : 

 

 

 

 

 

ABSTRACT: 
 This study determined the adsorption capacity of  nicotine content of tobacco in four cigarettes  

brands  . The method was used to estimate the nicotine in tobacco products by an Ultraviolet-Visible 
Spectrophotometer. The results for nicotine content that was  adsorbed   highest in coconut fibre and saw 

dust , followed  by  tea waste. 

 

KEYWORDS: UV-Vis Spectrophotometer, tobacco, nicotine, adsorption. 
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Table 1 : Adsorption  of  Nicotine of cigarettes in mg/L by the adsorbents. 

 

cigarette Coconut fibre Saw dust Tea waste 

Cf Cad Cf Cad Cfinal Cad 

Gold                                                                    

Capstan                                                      

Gudang garam                

Tradition                                                                           

Nicotinic acid                

1.1143x10-3                                       

0.7774x10-3                                                                                                                          

1.0431x10-3                             

1.1662x10-3                                                                                                                                         

1.9371x10-3                                                                                                                                          

2.1963x10-3 

2.2092x10-3 

2.8765x10-3 

2.5980x10-3 

0.3379x10-3 

 

1.3022x10-3                                       

0.9912x10-3                                                                                                                          

1.3735x10-3                             

1.9242x10-3                                                                                                                                         

1.1337x10-3                                                                                                                                          

2.0084x10-3 

1.9954x10-3 

2.5461x10-3 

2.6109x10-3 

0.3694x10-3 

 

2.2805x10-3                                       

1..8788x10-3                                                                                                                          

2.0149x10-3                             

3.7642x10-3                                                                                                                                         

1.9371x10-3                                                                                                                                          

1.0301x10-3 

1.1079x10-3 

1.9047x10-3 

0.7709x10-3 

0.1296x10-3 

 

Where Cf   = The   final  concentration  of  nicotine in  equilibrium. 

            Cad = The concentration  of  adsorbed nicotine by  adsorbents.   
 

  Adsorption  of  nicotine was measured at specified  time   using three  adsorbents like coconut  fibre , 

saw dust and  waste  tea leaves for four different cigarettes . From Fig 1  to  3 the plot reveals  that the amount 

of nicotine  removed  by coconut  fibre and saw dust were higher, then  the amount of nicotine was removed  by 
using  waste  tea leaves  .The result showed that coconut fibre and saw dust had more efficiency than  waste  tea 

leaves as adsorbents to remove nicotine in cigarettes . Therefore  active carbon fibres of coconut with 

unmatchable pore structure and surface characteristics that have materials and high efficiency for a number of 

application, these organic materials can be used for adsorption of wide number of molecules of organic matter  

as observed by Manocha [10].  

 

 

Figure 1 :The nicotine  adsorption capacity of four cigarettes by coconut fibre 

 

 
 

Figure 2 :The nicotine  adsorption capacity of four cigarettes by saw dust. 
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Figure 3 :The nicotine  adsorption capacity of four cigarettes by tea waste. 

 The above figures showed that the amount of adsorbed nicotine by coconut fibre and saw dust was 

higher in Gudang garam than Tradition, Capstan and Gold respectively, while  the amount of adsorbed nicotine 

by tea waste was higher in Gudang garam than Capstan , Gold and Tradition respectively. Therefore the 

percentage of nicotine was higher in Gudang garam  than the other studied cigarettes  .                       

IV. CONCLUSION 
 In the current study the nicotine content of tobacco in  4 popular brands of cigarettes was determined 

by using UV-Vis spectrophotometer after using different adsorbents. The results showed that the concentration 

of nicotine that adsorbed by  coconut fibre and saw dust  was higher than the concentration of nicotine that 

adsorbed by  tea waste. The  coconut fibre and saw dust had higher  efficiency as  adsorbents  in respect to 

nicotine adsorption .  
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I. INTRODUCTION 
Various facets of modern life demands Identity validation for human beings to provide unique access, 

ensures protection and confirmation to their transactions. The archetypal examples are authenticated entry to 

buildings, ATMs.  The conventional authentication mechanisms accomplish this objective by providing 

Identification Cards, Numeric and alphanumeric characters based passwords to end-users.  The ruggedness of 

this system can be improved by utilizing unique features of physiological characteristics of human beings. A 

biometric system is a pattern recognition system that operates by acquiring biometric data from an individual, 

extracting a feature set from the acquired data and comparing this feature set against the template set in the 

database [1].  The existing visual recognition techniques authentication is based on identity fed by individuals. 

The performance measure of automated recognition algorithms is reliability.  A relatively high variability value 

among instances of different class compare to variability value for a given class will yield good reliability.One 

of the main performance constraints for face recognition system is the input image, “facial image”.  The 

resultant changes due to face‟s collateral features such as different expressions, age and Image acquisition set up 

deviations causes‟ quality deterioration of the image.  This introduces drastic success rate reduction of matching 

algorithms amounts to 43%-50%. The existing face recognition algorithms exhibits a superior inter class 

variability management over intra class variability.The human iris, which is the annular part between the pupil 

and the white sclera, has a complex pattern determined by the chaotic morphogenetic processes during 

embryonic development. The iris pattern is unique to each person and to each eye and is essentially stable over a 

lifetime. Furthermore, an iris image is typically captured using a noncontact imaging device, which is of great 

importance in practical applications.Iris recognition is a biometric recognition technology that utilizes the 

pattern recognition techniques based on the high quality images of iris.  The advantage of iris recognition 

techniques among a gamut of visual recognition techniques is founded on inimitable iris pattern of each 

individual.  The prevailing matching algorithms exploit this characteristic to ascertain individuals.  This 

uniqueness supports large size iris databases, low false rate matching algorithm development.  The basic block 

diagram of Iris recognition system is shown in Fig.1. 

 

 

 

ABSTRACT: 
 The paper proposes an automated segmentation system, which localize the iris region  from  

an eye  image  and also isolate  the eyelid,  eyelash  as well  as the reflection  regions.  This 

Automatic segmentation was achieved through the utilization of the circular Hough transform in order 

to localize the iris as well as the pupil regions, and the linear Hough transform has been used for 

localizing the eyelid occlusion. Thresholding has been employed for isolating the eyelashes as well as 

the reflections. Now, the segmented iris region has got normalized in order to eliminate the 

dimensional inconsistencies between the iris regions. This was achieved by applying a version of 

Daugman’s rubber sheet model, in which the iris is modeled as a flexible rubber sheet, which is 

unpacked into a rectangular block with constant polar dimensions. Ultimately, the iris features were 

encoded by convolving the normalized iris region with the 1D Log-Gabor  filters and phase 

quantizing the output to produce a bit-wise biometric template.  For metric matching, the 

Hamming distance has been chosen, which provides a measure of number of disagreed bits between 

two templates.  

KEYWORDS: Image segmentation, Image localization,Circular Hough transform, Thresholding, 

Log-Gabor  filter, Hamming distance 
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Figure 1: Block diagram of Iris recognition System 

 

Typical Iris recognition system consists of mainly three modules.  They are image acquisition, pre 

processing stage as well as feature extraction and encoding.  Image acquisition is a module which involves the 

capturing of iris images with the help of sensors.  Pre-processing module provides the determination of the 

boundary of iris within the eye image and then extracts the iris portion from the image in order to facilitate its 

processing. It involves stages like iris segmentation, iris normalization and image enhancement.  The 

performance of the system has been analyzed in the feature extraction and encoding stage. 
 

 

II. LITERATURE SURVEY 
In the recent years, drastic improvements have been accomplished in the areas like iris recognition, 

automated iris segmentation, edge detection, boundary detection etc.  

 

2. 1. Integro Differential Operator 

This approach [1] is regarded as one of the most cited approach in the survey of iris recognition. 

Daugman uses an integrodifferential operator for segmenting the iris. It finds both inner and the outer 

boundaries of the iris region. The outer as well as the inner boundaries are referred to as limbic and pupil 

boundaries. The parameters such as the center and radius of the circular boundaries are being searched in the 

three dimensional parametric space in order to maximize the evaluation functions involved in the model. This 

algorithm achieves high performance in iris recognition. The boundary decision techniques navigate from rough 

texture to smoother details resulting in a single pixel precision estimate of center coordinates, radius of iris and 

image.  Owing to boundary concentricity non assumption pupil search constrained by normal approach. 

 

2. 2. Edge Detection 

The edge detection has been performed through the gradient-based  Canny edge  detector,  which  is  

followed  by the circular  Hough  transform  [2],  which  is  used    for  iris localization.  The final issue is the 

pattern matching.  After the localization of the region of the acquired image which corresponds to the iris, 

the final operation is to decide whether pattern matches with the previously saved iris pattern. This stage 

involves alignment, representation, goodness of match and also the decision. All these pattern matching 

approaches relies mainly on the method which are closely coupled to the recorded image intensities. If there 

occurs a greater variation in any one of the iris, one way to deal with this is the extraction as well as matching 

the  sets of features that are estimated  to be more vigorous   to both photometric as well as   geometric 

distortions in the obtained   images. The advantage of this method is that it provides segmentation accuracy 

up to an extent. The drawback of this approach is that, it does not provide any  attention  to  eyelid  localization  

(EL),  reflections,  eyelashes,  and  shadows  which  is  more  important  in  the  iris segmentation. 

 

2. 3. Heterogeneous Segmentation 

This automation algorithm performs localization, separation operation on eye image yielding iris 

region, eyelid, and eyelash.  This algorithm uses two variants of Hough transform namely linear Hough 

transform localizing eyelid occlusion and circular Hough transform for iris localization, pupil localization.  A 

new iris segmentation approach, which has a robust performance in the attendance of heterogeneous as well as 

noisy images, has been developed in this.  The segmentation approach provides three parameters two spatial 

coordinates and intensity value for each image pixel.  The possession of homogeneous characteristics by image, 

constrains edge detector algorithm. An Intermediate image is generated by applying fuzzy-K-means algorithm.  

The intermediate image is derived from pixel-by-pixel classification.  The Intermediate Generation image offers 

parameter to propel edge detection algorithm performance. 

 

2. 4. Characteristics of Segmentation Algorithms 

Iris recognition algorithm performance improvement is based on two parameters precision, swiftness. 

The desirable characteristics are, 

 Specularities exclusion 

 Iris detection / Localization 

 Non iris images rejection 

 Iris Center Localization estimate 

 Circular iris boundary localization 

Image 

Acquisition 

Pre 

Processing 

Feature 

Extraction 



An Automated Image Segmentation… 
 

||Issn 2250-3005 ||                                                    ||November||2013||                                                           Page 25 

 Non Circular iris boundary localization 

 Eyelid localization 

 Sharp irregularity management 

 

Extracting iris images from moderate non cooperative eye images and severe non cooperative eye 

images is the performance metric for iris segmentation algorithm.  The desired characteristics of the algorithm 

are, 

 Spatial location based clustering 

 False location minimization 

 Enhancement of global convergence ability 

 

The various categories of techniques are summarized in Table 1. 

 

Figure 1: Block diagram of Iris recognition System 

 
S. No. Method name Operation 

1 Adaboost-Cascade iris detector Iris detection 

2 Puling and Pushing (PP) method i. Circular iris boundary localization 

ii. Shortest path to the valid parameters 

3 Cubic Smoothing Spline  Non circular iris boundaries detection 

4 Statistically Learned Prediction Model Eyelash, Eyelid detection 

5 8-neighbour connection based clustering Region based clustering 

6 Semantic Priors Iris extraction 

7 Integro differential constellation Segmentation 

8 1-D Horizontal  rank filter 

Eyelid curvature model 

 

Eyelid localization  

 

The existing segmentation methods yield less segmentation accuracy in many areas such as boundary 

detection, iris detection, pupil and limbic boundary detection.  The main limitation identified as lack of 

segmentation accuracy.  The literature survey suggests need for novel, reliable and robust automatic 

segmentation method. 
 

III. ALGORITHM PROPOSITION 
This paper presents an iris identification approach which involves feature extraction of iris images 

followed by masking and matching algorithm. Hamming distance is used in order to classify iris codes. The 

proposed algorithm flow is shown in Figure 2. 

 
 

3. 1. Image Acquisition and Pre Processing 

The step is one of the most important and deciding factors for obtaining a good result. A good and clear 

image eliminates the process of noise removal and also helps in avoiding errors in calculation. In this case, 

computational errors are avoided due to absence of reflections, and because the images have been taken from 

close proximity. This paper uses the image provided by CASIA (Institute of Automation, Chinese Academy of 

Sciences, these images were taken solely for the purpose of iris recognition software research and 

implementation.  The proposed algorithm flow is shown in Figure 2. 
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Figure 2: Proposed Algorithm Flow 
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Infra-red light was used for illuminating the eye, and hence they do not involve any specular reflections. 

Some part of the computation which involves removal of errors due to reflections in the image was hence not 

implemented.  Since it has a circular shape when the iris is orthogonal to the sensor, iris recognition algorithms 

typically convert the pixels of the iris to polar coordinates for further processing. An important part of this type of 

algorithm is to determine which pixels are   actually on the iris, effectively removing those pixels that represent 

the pupil, eyelids and eyelashes, as well as those pixels that are the result of reflections. In this algorithm, the 

locations of the pupil and upper and lower eyelids are determined first using edge detection. This is performed 

after the original iris image has been down sampled by a factor of two in each direction (to 1/4 size, in order to 

speed processing). The best edge results came using the canny method. The pupil clearly stands out as a circle 

and the upper and lower eyelid areas above and below the pupil is also prominent. A Hough transform is then 

used to find the center of the pupil and its radius. Once the center of the pupil is found, the original image is 

transformed into resolution invariant polar coordinates using the center of the pupil as the origin. This is done 

since the pupil is close to circular. Although not always correct, it is assumed that the outer edge of the iris is 

circular as well, also centered at the center of the pupil. From this geometry, when the original image is 

transformed into polar coordinates, the outer boundary of the iris will appear as a straight (or near straight) 

horizontal line segment. This edge is determined using a horizontal Sobel filter. After determination of the inner 

and outer boundaries of the iris, the non-iris pixels within these concentric circles must be determined. 

Thresholding identifies the glare from reflections (bright spots), while edge detection is used to identify 

eyelashes. 

 

3. 2. Chinese Academy of Sciences - Institute of Automation (CASIA) eye image database  

The Chinese Academy of Sciences - Institute of Automation (CASIA) eye image database contains 756 

grayscale eye images with 108 unique eyes or classes and 7 different images of each unique eye. Images from 

each class are taken from two sessions with one month interval between sessions. The images were captured 

especially for iris recognition research using specialized digital optics developed by the National Laboratory of 

Pattern Recognition, China. The eye images are mainly from persons of Asian decent, whose eyes are 

characterized by irises that are densely pigmented, and with dark eyelashes. Due to specialized imaging 

conditions using near infra-red light, features in the iris region are highly visible and there is good contrast 

between pupil, iris and sclera regions. A part of CASIA eye image database is shown in Figure 3. 

 

CASIA DATABASE VER.1.0

 
Figure 3: CASIA eye image database 

 

3. 3. Iris Localization / Segmentation 

Without placing undue constraints on the human operator, image acquisition of the iris cannot be 

expected to yield an image containing only the iris. Rather, image acquisition will capture the iris as part of a 

larger image that also contains data derived from the immediate surrounding eye region. The part of the eye 

carrying information is only the iris part. It lies between the scalera and the pupil. Therefore, prior to performing 

iris pattern matching, it is important to localize that portion of the acquired image that corresponds to an iris. In 

particular, it is necessary to localize that portion of the image derived from inside the limbus (the border between 

the sclera and the iris) and outside the pupil. Further, if the eyelids are occluding part of the iris, then only that 

portion of the image below the upper eyelid and above the lower eyelid should be included. Typically, the limbic 

boundary is imaged with high contrast, owing to the sharp change in eye pigmentation that it marks. The upper 

and lower portions of this boundary, however, can be occluded by the eyelids. The papillary boundary can be far 

less well defined. The image contrast between a heavily pigmented iris and its pupil can be quite small.  
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Further, while the pupil typically is darker than the iris, the reverse relationship can hold in cases of 

cataract: the clouded lens leads to a significant amount of backscattered light. Like the pupillary boundary, 

eyelid contrast can be quite variable depending on the relative pigmentation in the skin and the iris. The eyelid 

boundary also can be irregular due to the presence of eyelashes. Taken in tandem, these observations suggest 

that iris localization must be sensitive to a wide range of edge contrasts, robust to irregular borders, and capable 

of dealing with variable occlusion.The first stage of iris recognition is to isolate the actual iris region in a digital 

eye image. The iris region can be approximated by two circles, one for the iris/sclera boundary and another, 

interior to the first, for the iris/pupil boundary. The eyelids and eyelashes normally occlude the upper and lower 

parts of the iris region. Also, specular reflections can occur within the iris region corrupting the iris pattern.  

This technique is required to isolate and exclude these artifacts as well as locating the circular iris region.  The 

success of segmentation depends on the imaging quality of eye images. Images in the CASIA iris database do 

not contain specular reflections due to the use of near infra-red light for illumination. Also, persons with darkly 

pigmented irises will present very low contrast between the pupil and iris region if imaged under natural light, 

making segmentation more difficult. The segmentation stage is critical to the success of an iris recognition 

system, since data that is falsely represented as iris pattern data will corrupt the biometric system performance. 

 

3. 4. Hough Transform 

The Hough transform is a standard computer vision algorithm that can be used to determine the 

parameters of simple geometric objects, such as lines and circles, present in an image. The circular Hough 

transform can be employed to deduce the radius and centre coordinates of the pupil and iris regions. Firstly, an 

edge map is generated by calculating the first derivatives of intensity values in an eye image and then 

thresholding the result. From the edge map, votes are cast in Hough space for the parameters of circles passing 

through each edge point. These parameters are the centre coordinates x
c 
and y

c
, and the radius r, which are able to 

define any circle.A maximum point in the Hough space will correspond to the radius and centre coordinates of the 

circle best defined by the edge points. The motivation for this is that the eyelids are usually horizontally aligned, 

and also the eyelid edge map will corrupt the circular iris boundary edge map if using all gradient data. Taking 

only the vertical gradients for locating the iris boundary will reduce influence of the eyelids when performing 

circular Hough transform, and not all of the edge pixels defining the circle are required for successful localisation. 

Not only does this make circle localization more accurate, it also makes it more efficient, since there are less edge 

points to cast votes in the Hough space.  The resultant images yielded by Hough transform application are shown 

in Figure 4. 

 
Figure 4: Edge maps of an eye image 

 

Circular Hough transform is used for detecting the iris and pupil boundaries. This involves first 

employing canny edge detection to generate an edge map. Gradients were biased in the vertical direction for the 

outer iris/sclera boundary. Vertical and horizontal gradients were weighted equally for the inner iris/pupil 

boundary. In order to make the circle detection process more efficient and accurate, the Hough transform for the 

iris/sclera boundary was performed first, then the Hough transform for the iris/pupil boundary was performed 

within the iris region, instead of the whole eye region, since the pupil is always within the iris region. After this 

process was complete, six parameters are stored, the radius, and x and y centre coordinates for both circles. 

Eyelids were isolated by first fitting a line to the upper and lower eyelid using the linear Hough transform. A 

second horizontal line is then drawn, which intersects with the first line at the iris edge that is closest to the 

pupil. The second horizontal line allows maximum isolation of eyelid regions. Canny edge detection is used to 

create an edge map, and only horizontal gradient information is taken. For isolating eyelashes in the CASIA 

database a simple thresholding technique was used, since analysis reveals that eyelashes are quite dark when 

compared with the rest of the eye image. 
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3. 5. Iris Localization / Segmentation 

Once the iris region is segmented, the next stage is to normalize this part, to enable generation of the 

iris code and their comparisons. Since variations in the eye, like optical size of the iris, position of pupil in the 

iris, and the iris orientation change person to person, it is required to normalize the iris image, so that the 

representation is common to all, with similar dimensions.  Normalization process involves unwrapping the iris 

and converting it into its polar equivalent. It is done using Daugman‟s Rubber sheet model shown in Figure 5.  

The centre of the pupil is considered as the reference point and a remapping formula is used to convert the 

points on the Cartesian scale to the polar scale.  The radial resolution was set to 100 and the angular resolution 

to 2400 pixels. For every pixel in the iris, an equivalent position is found out on polar axes. The normalized 

image was then interpolated into the size of the original image, by using the interp2function.  The dimensional 

inconsistencies between eye images are mainly due to the stretching of the iris caused by pupil dilation from 

varying levels of illumination. Other sources of inconsistency include, varying imaging distance, rotation of the 

camera, head tilt, and rotation of the eye within the eye socket. The normalisation process will produce iris 

regions, which have the same constant dimensions, so that two photographs of the same iris under different 

conditions will have characteristic features at the same spatial location. 

 

 
 

Figure 5: Daugman‟s rubber sheet model 

 

3. 6. Feature Encoding 

The final process is the generation of the iris code. For this, the most discriminating feature in the iris 

pattern is extracted. The phase information in the pattern only is used because the phase angles are assigned 

regardless of the image contrast. Amplitude information is not used since it depends on extraneous factors. In 

order to provide accurate recognition of individuals, the most discriminating information present in an iris 

pattern must be extracted. The template that is generated in the feature encoding process will also need a 

corresponding matching metric, which gives a measure of similarity between two iris templates. This metric 

should give one range of values when comparing templates generated from the same eye, known as intra-class 

comparisons, and another range of values when comparing templates created from different irises, known as 

inter-class comparisons. These two cases should give distinct and separate values, so that a decision can be 

made with high confidence as to whether two templates are from the same iris, or from two different irises. 

 

IV. IMPLEMENTATION 
4.1. Hamming Distance 

For matching, the Hamming distance was chosen as a metric for recognition, since bit-wise 

comparisons were necessary. The Hamming distance gives a measure of how many bits are the same between 

two bit patterns. The weighted Euclidean distance (WED) can be used to compare two templates, especially if 

the template is composed of integer values. The weighting Euclidean distance gives a measure of how similar a 

collection of values are between two templates If two bits patterns are completely independent, such as iris 

templates generated from different irises, the Hamming distance between the two patterns should equal 0.5. This 

occurs because independence implies the two bit patterns will be totally random, so there is 0.5 chance of setting 

any bit to 1, and vice versa. Therefore, half of the bits will agree and half will disagree between the two patterns. 

If two patterns are derived from the same iris, the Hamming distance between them will be close to 0.0, since 

they are highly correlated and the bits should agree between the two iris codes. The calculation of the Hamming 

distance is taken only with bits that are generated from the actual iris region. The Hamming distance algorithm 

employed also incorporates noise masking, so that only significant bits are used in calculating the Hamming 

distance between two iris templates. Now when taking the Hamming distance, only those bits in the iris pattern 

that corresponds to „0‟ bits in noise masks of both iris patterns will be used in the calculation. 
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V. RESULTS 
The implementation provides a Graphical User Interface (GUI) as shown in Figure 6. 

 

 
 

Figure 6: GUI for Iris recognition 

 

 

Figure 7 shows comprehensive result stages obtained by the proposed algorithm . 

 

 
Figure 7: Iris recognition implementation  

 

VI. CONCLUSION 
The major contributions of this paper is to demonstrate an effective approach for phase-based iris 

recognition as proposed in Section 3. Experimental performance evaluation using the CASIA iris image. 

Database clearly demonstrates that the use of the segmentation scheme for iris images makes it possible to 

achieve highly accurate iris recognition with a hamming distance as authentication criterion.  This paper 

optimizes the trade-off between the iris data size and recognition performance in a highly flexible manner. 
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I. INTRODUCTION 
 It is needless to mention that the 21st century activities will be drastically hindered without the advent 

of modern communication system [1]. Off all, the most advanced communication system has been culminated in 

the form of Internet, allowing all computers on the planet and in the orbit to be connected to each other 

simultaneously. While telecommunication remains as a major medium and has its own demand for higher 

bandwidth, the demand for even higher bandwidth is sky rocketed by exponential growth of the Internet traffic. 

The cumulative demand for bandwidth poses a serious limitation for the existing carrier technologies. High 

demand coupled with high usage rates, a deregulated telecommunications environment, and high availability 

requirements is rapidly depleting the capacities of fibers.Faced with the challenge of dramatically increasing 

capacity while constraining costs, carriers have two options: Install new fiber or increase the effective 

bandwidth of existing fiber. Laying new fiber is the traditional means used by carriers to expand their networks. 

Deploying new fiber, however, is a costly proposition. It is estimated at about dollar 70,000 per mile, most of 

which is the cost of permits and construction rather than the fiber itself. Laying new fiber may make sense only 

when it is desirable to expand the embedded base. Increasing the effective capacity of existing fiber can be 

accomplished in two ways [1], increase the bit rate of existing systems or increase the number of wavelengths 

on a fiber.  

 

 In section II, a detailed explanation of Dense Wavelength Division Multiplexing (DWDM) technology 

is mentioned. Section III describes the basic concept of Raman amplification, comparision of Raman amplifiers 

with Erbium Doped Fiber Amplifiers (EDFA) and the use of Raman Amplification in DWDM system. In 

section IV, the design and simulation results of a 40 channel DWDM link with backward pumped Raman 

amplification is mentioned. The paper ends with section V, which includes the summary and the future scope of 

Raman amplification in DWDM systems. 

 

 

 

 

 

 

ABSTRACT: 
 Faced with the challenge of dramatically increasing capacity while constraining costs, 

carriers have two options either to install new fiber or increase the effective bandwidth of existing 

fiber. The technology of dense wavelength-division multiplexing (DWDM) has recently resulted in a 

considerable increase in the transmission capacity of fiber-optic communication systems up to several 

terabits per second. The further improvement of the transmission capacity of such systems can be 

achieved through the expansion of the spectral range of WDM transmission toward the short-

wavelength region. Therefore in this report we have proposed and investigated the new trends and 

progress of fiber Raman amplification for dense wavelength division multiplexing photonic 

communication networks. Forty individual channels carrying PRBS data are transmitted over a 50 km 

length of ITU-T G.652 single mode dispersive fiber. The design objective is to utilize distributed 

Raman amplification to compensate for the link attenuation thereby effectively increasing the inter-

EDFA span in a longer-haul link. 

 

KEYWORDS: PRBS, Digital Crossconnect System (DCS), phonons, Dense wavelength division 

multiplexing (DWDM), stimulated raman scattering (SRS), raman amplification, pump evolution, 

EDFA. 
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II. DENSE WAVELENGTH DIVISION MULTIPLEXING (DWDM) 
 In fiber-optic communications, wavelength-division multiplexing (WDM) is a technology which 

multiplexes multiple optical carrier signals on a single optical fiber by using different wavelengths (Lambdas) of 

laser light to carry different signals as shown in figure 1. DWDM is the clear winner in the backbone. It was first 

deployed on long-haul routes in a time of fiber scarcity. Then the equipment savings made it the solution of 

choice for new long-haul routes, even when ample fiber was available [3]. While DWDM can relieve fiber 

exhaust in the metropolitan area, its value in this market extends beyond this single advantage. Alternatives for 

capacity enhancement exist, such as pulling new cable and SONET overlays, but DWDM can do more. What 

delivers additional value in the metropolitan market is DWDMs fast and flexible provisioning of protocol and 

bit rate-transparent, data-centric, protected services, along with the ability to offer new and higher-speed 

services at less cost. The need to provision services of varying types in a rapid and efficient manner in response 

to the changing demands of customers is a distinguishing characteristic of the metropolitan networks. With 

SONET, which is the foundation of the vast majority of existing MANs, service provisioning is a lengthy and 

complex process. Network planning and analysis, ADM provisioning, Digital Crossconnect System (DCS) 

reconfiguration, path and circuit verification, and service creation can take several weeks. By contrast, with 

DWDM equipment in place provisioning new service can be as simple as turning on another light wave in an 

existing fiber pair. 

 
Fig. 1: WDM Technology [2] 

 

 Potential providers of DWDM-based services in metropolitan areas, where abundant fiber plant already 

exists or is being built, include incumbent local exchange carriers (ILECs), competitive local exchange carriers 

(CLECs), inter-exchange carriers (IXCs), Internet service providers (ISPs), cable companies, private network 

operators, and utility companies. Such carriers can often offer new services for less cost than older ones. Much 

of the cost savings is due to reducing unnecessary layers of equipment, which also lowers operational costs and 

simplifies the network architecture. Carriers can create revenue today by providing protocol transparent, high-

speed LAN and SAN services to large organizations, as well as a mixture of lower-speed services (Token Ring, 

FDDI, Ethernet) to smaller organizations. In implementing an optical network, they are ensuring that they can 

play in the competitive field of the future. 

 

III. RAMAN AMPLIFICATION IN DWDM SYSTEM 
 Raman amplification is based on stimulated Raman scattering (SRS) a non-linear effect in fiber optical 

transmission that results in signal amplification if optical pump waves with the correct wavelength and power 

are launched into the fiber [4]. One of the most recent and interesting developments includes the constructive 

usage of the so-called Raman effect in optical amplifiers [8]. A Raman amplifier uses intrinsic properties of 

silica fibers to obtain signal amplification. This means that transmission fibers can be used as a medium for 

amplification, and hence that the intrinsic attenuation of data signals transmitted over the fiber can be combated 

within the fiber. An amplifier working on the basis of this principle is commonly known as a distributed Raman 

amplifier (DRA). The physical property behind DRAs is called SRS. This occurs when a sufficiently large pump 

is co-launched at a lower wavelength than the signal to be amplified. The Raman gain depends strongly on the 

pump power and the frequency offset between pump and signal. Amplification occurs when the pump photon 

gives up its energy to create a new photon at the signal wavelength plus some residual energy, which is 

absorbed as phonons (vibrational energy) as shown in figure 2. 
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 As there is a wide range of vibrational states above the ground state, a broad range of possible 

transitions, are providing gain. This is shown by figure 2. Generally, Raman gain increases almost linearly with 

wavelength offset between signal and pump peaking at about 100 nm and then dropping rapidly with increased 

offset. Figure 3 shows a typically measured Raman gain curve [9]. The position of the gain bandwidth within 

the wavelength domain can be adjusted simply by tuning the pump wavelength. Thus, Raman amplification 

potentially can be achieved in every region of the transmission window of the optical transmission fiber. It only 

depends on the availability of powerful pump sources at the required wavelengths. The disadvantage of Raman 

amplification is the need for high pump powers to provide a reasonable gain. This opens a new range of possible 

applications. It is possible, for instance, to partially compensate fiber attenuation using the Raman effect and, 

thus, to increase the EDFA locations. This saves coasts as less EDFAs are needed on the link, and the number of 

sites to be maintained is reduced [8], [11]. 

 

 

 
Fig. 2: System Configuration [8] 

 

 
Fig. 3: Typical Raman gain curve versus wavelength offset [9] 

 

Raman amplifiers offer several advantages compared to EDFAs, including the following: 

 Low noise build-up. 

 Simple design, as direct signal amplification is achieved in the optical fiber, and no special transmission 

medium is needed. 

 Flexible assignment of signal frequencies. 

 Broad gain bandwidth. 

 

 However, despite the many advantages of Raman amplification, there can be some degradation effects. 

For example, not only the specially launched pump waves but also some of the WDM channels may provide 

power to amplify the other channels. This would result in power exchange between WDM channels and thus 

cross-talk leading to signal degradation. These negative effects occur in unidirectional and bidirectional WDM 

transmission. So for accurate analysis of advanced WDM systems, it is crucial to model all Raman interactions. 

Additionally, degrading effects like spontaneous Raman scattering and backward Rayleigh scattering have to be 

considered. Raman amplifiers are topologically simpler to design than doped-fiber amplifiers, as the existing 

transmission fiber can be used as a medium if properly pumped. However, the selection of pump powers and 

wavelengths, as well as the number and separation of pumps, strongly determines the wavelength behaviour of 

Raman gain and noise. 
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 When building distributed Raman amplifiers, designers face the question of using forward or backward 

pumping (or even both) with respect to signal propagation. The backward pumping scheme is most commonly 

used as it offers several advantages. Pump noise strongly affects the WDM signals to be amplified if forward 

pumping is applied, as the Raman process is nearly instantaneous [5], [6]. When the Raman pump wave has 

slight random power fluctuations in time, which is almost always the case, individual bits might be amplified 

differentially, which leads to amplitude fluctuations or jitters. If backward pumping is applied the amplitude 

fluctuations will be averaged out [7]. 

 

4. 40 Gbps DWDM Link with Backward Pumped Raman Amplification 

 This example simulates a realistic scenario of a 40Gbps DWDM link with inter-channel spacing of 50 

GHz. Forty individual channels carrying PRBS data are transmitted over a 50 km length of ITU-T G.652 single 

mode dispersive fiber. The design objective is to utilize distributed Raman amplification to compensate for the 

link attenuation thereby effectively increasing the inter-EDFA span in a longer-haul link. Figure 4 below shows 

a snap-shot of the layout. The multi-line capability of OptSims CW laser model makes it very convenient to 

generate the source-grid for simulating WDM channels. 

 

 
 

Fig. 4: Sectional snap-shot of a 40-channel DWDM link layout 

 

4.1 Spectrum of Channels 

 Since backward pumping helps in averaging out power ripples at the receiver end, we choose a 

backward pumping scheme that employs eight CW pump signals with carefully chosen nominal wavelengths 

and power values. Figure 5 and figure 6 depicts spectra of input and output channels in presence of backward 

pumping respectively. 
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4.2 Backward Pump Characteristics 

 Raman amplification is a wide-band phenomenon having a highly irregular gain profile over 

wavelength. The highest Raman gain is observed for a frequency differential range (range of difference between 

pump signal and data signal nominal frequencies) of 8 to 12 THz. Outside this range, the gain profile exhibits a 

sharp decline. Therefore, if the number of pumps, their wavelengths, and the power values are chosen carefully, 

we can achieve the desired gain shape for the input DWDM channels. Figure 7 shows a graph of the backward 

output spectral density. It is observed that the pump is given at a wavelength of 1330 nm. Power of 0.44 W is 

launched in the backward channel at 1330 nm as shown in figure 8. It can also be observed that the noise power 

in the channel is very low. The backward gain ranges from -20 dB to -50 dB in the range of 1300 to 1400 nm as 

shown in figure 9. Outside this range the backward gain is as low as -66 dB. Figure 10 depicts the backward 

effective noise figure. Effective noise figure of approximately 40 dB is obtained at 1330 nm. The signal to noise 

ratio obtained is 180 dB as shown in figure 11. 

 

 
Fig. 5: 40 channel input wavelength spectrum 

 

 
Fig. 6: Output with backward pumping 

 

4.3 Characteristic of Output Signal 

 The output signal is observed at 1550 nm. As shown in figure 12, forward gain of 6.2 dB is obtained at 

1550 nm. It can be seen in figure 13 that power of 1 mW is launched into the fiber at 1550 nm and a final power 

of 5 mW is obtained at 1550 nm. The forward effective noise figure is shown in figure 14. Effective noise figure 

of -3.35 dB is obtained at 1550 nm. Figure 15 shows that signal to noise ratio at 1550 nm is 40 dB. 

 

4.4 Pump Evolution 

 The output spectrum above takes in to account the pump signal and the signal-signal interactions. 

Besides, the pumps interact with each other, too. Shorter wavelength pumps provide power to longer 

wavelength pumps. As a result, we can expect rise in longer wavelength pump powers and corresponding 

depletion of shorter wavelength pumps at the launch end of the fiber. The pump evolution and signal power 

evolution are shown in figure 16 and figure 17 respectively. 
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Fig. 7: Backward output spectral density 

 

 
Fig. 8: Backward channel power 

 

 
Fig. 9: Backward gain 
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Fig. 10: Backward Effective Noise Figure 

 

 
Fig. 11: Backward Signal to Noise Ratio 

 

 
Fig. 12: Forward Gain 
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Fig. 13: Forward Channel Power 

 

 
Fig. 14: Forward Effective Noise Figure 

 

 
Fig. 15: Forward Signal to Noise Ratio 
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Fig. 16: Pump Evolution 

 

 
Fig. 17: Signal Power Evolution 

 

 

IV. CONCLUSIONS 
 The advantages of fiber Raman amplifiers over the optical amplifiers include the possibility to operate 

in any wavelength region and superior noise performance of distributed amplification, as well as permits, with 

the appropriate choice of pump wavelengths and powers, flattening of the gain profile over the whole 

bandwidth. This report describes the simulation of a realistic scenario of a 40Gbps DWDM link with 

interchannel spacing of 50 GHz. Forty individual channels carrying PRBS data are transmitted over a 50 km 

length of ITU-T G.652 single mode dispersive fiber. The multi-line capability of OptSims CW laser model 

makes it very convenient to generate the source-grid for simulating WDM channels. Since backward pumping 

helps in averaging out power ripples at the receiver end, we chose a backward pumping scheme that employs 

eight CW pump signals with carefully chosen nominal wavelengths and power values. Power of 0.44 W is 

launched into the backward channel at 1330 nm. Noise figure of 40 dB is obtained at this wavelength. The 

output signal observed at 1550 nm has a gain of 6.2 dB and noise figure of -3.35 dB. Thus distributed Raman 

amplification is used to compensate for the link attenuation thereby effectively increasing the inter- EDFA san 

in a longer haul link. 
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I. INTRODUCTION 
One of the topics of continuing interest in forensics is the automatic identification or verification of 

human users, where the applications are broad, including simple logins into computers, authorized access to 

systems, banking transactions and highly-secure infrastructure [1]. The most common biometric traits used by 

recognition applications are: fingerprints, retina, iris, hand geometry, face, veins, handwriting, voice, etc. 

Among all these fingerprints are today the most widely used biometric features for personal identification [2]. It 

has some features such as uniqueness, lifelong unchanged and inseparable with the body. As one of most 

reliable biometric identification technology, the fingerprint has been used for hundreds of years [3]. Most 

automatic systems for fingerprint comparison are based on minutiae matching [4]. Minutiae characteristics are 

local discontinuities in the fingerprint pattern which represent terminations and bifurcations. A ridge termination 

is defined as the point where a ridge ends abruptly. A ridge bifurcation is defined as the point where a ridge 

forks or diverges into branch ridges (Fig. I). Reliable automatic extracting of minutiae is a critical step in 

fingerprint classification. The ridge structures in fingerprint images are not always well defined, and therefore, 

an enhancement algorithm, which can improve the clarity of the ridge structures, is necessary. Skin on human 

fingertips contains ridges and valleys which together forms distinctive patterns. These patterns are fully 

developed under pregnancy and are permanent throughout whole lifetime. Prints of those patterns are called 

fingerprints. Injuries like cuts, burns and bruises can temporarily damage quality of fingerprints but when fully 

healed, patterns will be restored. Through various studies it has been observed that no two persons have the 

same fingerprints, hence they are unique for every individual. 

 

ABSTRACT: 
 Fingerprints are the most used biometric feature for the person identification. During 

research it has been observed that there are number of approaches has been implemented for 

recognition of fingerprints. Different algorithms and techniques have been used for enhancement 

purpose, minutiae extraction and for matching.  In this thesis work a novel technique to enhance our 

results by using the combination of genetic algorithm and neural network. As we know that both 

techniques are the world’s best techniques. Genetic algorithm is used for the extraction of minutiae 

and neural network is used for the recognition of a fingerprint.  Firstly, fingerprint image has been 

enhanced using histogram equalization process so that our algorithm also capable of predicting good 

results even for dull or low intensity images too. Then Morphological Image Processing operations 

using MATLAB 2011b has applied  for thinning the lines up to the predefined extent so that it will not 

further destroy or harm our structure of the image. After that we proceed towards predicting of 

discontinuities using Genetic Algorithm approach based upon nth last segment. Here genetic 

algorithm is used to find the best possibility for each discontinues segment in an image. Lastly 

Enhanced image has fed to NN (neural networks) based trained system to diagnose and match finger 

print with data set. Several features will be used to train the network so that precision will be made in 

recognition of finger print. 

 

KEYWORDS: Biometrics, fingerprints, minutiae enhancement, ridge endings, feature extraction, 

genetic algorithm, neural network 
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                                              “Figure(1.1)Ridge and valley structure”                   “ Figure(1.2)Fingerprint”                             

 

 The performance of minutiae extraction algorithm is heavily depends upon the quality of input image. 

In fingerprint image minutiae can be precisely located from the thinned ridges. Fingerprint recognition methods 

can be grouped into three major classes: (i) correlation-based matching, (ii) minutiae based matching, and (iii) 

ridge feature-based matching [5]. While minutiae-based methods are the most popular because of their temporal 

performances, the correlation-based matching is considered to be more reliable, but very time consuming at the 

same time [6]. Minutiae-based recognition performs poorly on very well on low quality and partial input 

fingerprints [7]. The loss of singularity points makes ridge feature-based recognition and indexing techniques 

impossible to apply [8]. It can be observed from the previous work that there are number of algorithms has been 

used for the enhancement of the fingerprint image which consists of normalization, ridge orientation estimation, 

ridge frequency estimation , region of interest extraction, filtering, binarization, morphological thinning then the 

final step minutiae extraction and matching. For the filtering purposes, Gabor filter is the most common filter. 

Most of the existing enhancement techniques are based on Gabor filter. Gabor filter is both frequency and 

orientation selective tuned by ridge direction and ridge frequency. It works on both spatial and frequency 

domains [9].The main drawback of these methods lies in the fact that false estimate of local ridge direction will 

lead to poor enhancement. But the estimate of local ridge directions is unreliable in the areas corrupted by noise 

where enhancement is most needed [10]. Gabor filter is time consuming and parameter selection such as ridge 

centre frequency, radial bandwidth and central orientation, requires am empirical setup. Moreover, this is very 

old method.          

 

 Fingerprint recognition is always a field of research for researchers and security industries. Here we are 

developed a noble technique to enhance fingerprint results. To achieve a better result of matching we proposed a 

method of fingerprint recognition system using Genetic Algorithm and Neural Network. In this study, we apply 

a histogram equalization method for the enhancement of fingerprint image which is then followed by 

binarization and morphological operations. Optimization technique is used for the minutiae extraction and these 

extracted features are given to train the neural network. Enhanced image will fed to NN (neural networks) based 

trained system to diagnose and match finger print with data set. Several features will be used to train the 

network so that precision will be made in recognition of finger print. Here we are first discussing about 

optimization technique using genetic algorithm and neural network, these both are the world’s best techniques. 

 

Proposed Algorithm 
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“Figure2. Algorithm” 

 

 In this proposed work we introduce a new algorithm of fingerprint recognition system. It is very well 

known that to develop a reliable fingerprint recognition system image enhancement and features extraction are 

needed. This proposed algorithm is divided into main three stages: Preprocessing, post processing and final 

minutiae matching stage. Preprocessing stage involved enhancement of image by using histogram equlization, 

binarization and morphological operations after applying this enhancement algorithm a binarized thinned image 

has been obtained. In second stage minutiae are extracted from the enhanced fingerprint by using the 

optimization technique. Final stage is the recognition of the fingerprint which has been done with the help of 

neural network. 

 

“A. Acquisition of Fingerprint”  

 A number of methods are used to acquire fingerprints. The quality of the fingerprint image is very 

crucial for the recognition process. It is always prefer to use a good quality of fingerprint sensor hat can tolerate 

the miscellaneous skin types, dryness or humidity of the fingerprint. 

“B. Image Enhancement” 

Histogram Equlization: This is the first step which is used for the image enhancement process. It is a technique 

for adjusting the pixel intensities of image to enhance the contrast [4]. Through this adjustment the intensities 

can be better distributed on the histogram. This allows the lower contrast region of the image gain the higher 

one. The original histogram of image is of bimodal type. After the histogram equlization the histogram of the 

image occupies all the range from 0 to 255 and the contrast of the image is enhanced. 
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“Figure3. Histogram equilized” 

 

Binarization: The operation that converts the gray scale image into binary image is known as binarization. It is 

used to transform 8-bit gray fingerprint image into 1-bit image with 0 value for ridges and 1 value for furrows. 

 

Morphological Erosion: Morphological techniques are used as pre-processing and post-processing such as 

filtering and thinning. There are two fundamental morphological operations, dilation and erosion, in terms of 

union (or intersection) of an image with a translated shape (structuring element). 

 

Morphological Thinning: The final enhancement method prior the minutiae extraction is thinning. Thinning is 

a morphological operation that erodes the pixels. Thinned image helps minutiae extraction. The thinning of the 

image is to reduce the ridges till the ridges one pixel wide. 

 

 
                                                       (a)                                (b)                            (c) 

“Figure4. The results of main enhancement steps: (a) Binarized image (b) image obtained after erosion 

operation (c) Thinned image” 

 

 

“C. Feature Extraction” 

  After a fingerprint image has been enhanced the next step is to extract the minutiae from the enhanced 

image. In this present work genetic algorithm based optimization technique has been used for this purpose. 

Genetic algorithm is the heuristic search and optimization technique that mimic the process of natural evolution. 

It was first developed by John Holland from the University of Michigan in 1975 [11]. It was proven to be the 

most powerful optimization technique. Genetic algorithms are considered to be the part of the evolutionary 

algorithms which produce the solution to the optimization problems. In a genetic algorithm, a population of a 

candidate solution (called individuals) to an optimization problem is evolved toward better solutions. Each 

candidate solution has a set of properties (its chromosomes and genotype) which can be mutated and altered; 

traditionally, solutions are represented in binary as strings of 0s and 1s, but other encodings are also possible. 

The evolution usually starts from a population of randomly generated individuals and is an iterative process, 

with the population in each iteration called a generation. In each generation, the fitness of every individual in the 

population is evaluated; the fitness is usually the value of the objective function in the optimization problem 

being solved. The more fit individuals are stochastically selected from the current population, and each 

individual's genome is modified (recombined and possibly randomly mutated) to form a new generation. The 

new generation of candidate solutions is then used in the next iteration of the algorithm. Commonly, the 

algorithm terminates when either a maximum number of generations has been produced, or a satisfactory fitness 

level has been reached for the population. Before applying GA firstly the enhanced binary thinned image is to 

convert into RGB image so that the extracted minutiae can show with a color. In this work we have extracted the 

ridge endings in the fingerprint image which will be the input of  the neural network for training. Similarly, 

extract the ridge endings of the image in the database which are going to be tested. Figure (4) shows the 

extracted ridge endings showing with green color. 
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“Figure5. Extracted ridge endings” 

 

“D. Training of Neural Network”  

  The ability of the ANN to learn given patterns makes them suitable for such applications. Fingerprint 

recognition is one such area that can be used as a means of biometric verification where the ANN can play a 

critical rule. An ANN can be configured and trained to handle such variations observed in the texture of the 

fingerprint. Artificial Neural networks have been proved very effective in performing complex function in 

various fields. In this research work neural network has been used for the recognition of fingerprints. Firstly the 

neural network has been trained before test the matching operation. Extracted features of all the images in the 

data set are the input of the neural network. With the help of these inputs the network has been trained and the 

network should be trained till then we get the minimum MSE value so that the desired number of true results 

can be obtained. Retrain the network at least twenty times. For training the network, MATLAB neural network 

toolbox has been used. 

 

“E. Testing the Fingerprint:” This is the final step of the proposed work. To test or recognize the fingerprint 

 first take any image from the data set and fed that image to the trained network then it gives the result 

by showing whether it matches to the right person or wrong. For instance, second sample of 6
th

 person has taken 

for testing then it showed that fingerprint is matched with 6
th

 person. If it matched to another person instead of 

6
th

 person then the results is considered to be false. In this way all the fingerprints in the database has been 

tested. 

 

II. EXPERIMENTAL RESULTS 
 We worked on 128 images of 16 persons, each has 8 samples. The data base has been taken from 

http://www.advancedsourcecode.com/fingerprintdatabase.asp. All the images in database are in TIF format 

(Tagged Image File). TIF is lossless, which is considered the highest quality format for commercial work. It is 

the most versatile and TIF does not have compression. The work has been done in MATLAB 7.12.0(R2011a). 

 

“Table1. Results” 

 
Total No. of 

Samples 

No. of 

tested 

Samples 

No. of 

Correctly 

predicted 

samples 

Correct 

Rate 

Incorrect 

Rate 

  128 112 77 68.75% 31.25% 

 

 

 

 

 

http://www.advancedsourcecode.com/fingerprintdatabase.asp
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III. CONCLUSION” 
 A method of fingerprint recognition based on Neural Network is presented. Our feature selection 

method is based on Genetic algorithm. The fingerprint image is enhanced before extracting features. 

Enhancement method included histogram equilization, binarization, morphological operations, it has made a 

great improvement of recognition accuracy for recognition method. The combination of both genetic algorithm 

and neural network techniques provided the better and efficient method for fingerprint biometric. Experimental 

results show that the presented method has the better recognition accuracy compared with the previous fuzzy 

logic based recognition methods.  
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I. INTRODUCTION 
All human beings have the inherent nature of organizing the objects based on their perception. When 

we have very few items to arrange or organize, we can do so manually with ease. When the number increases, 

we need the help of an intelligent machine to do the same. In case of non-medical images variation in perception 

can be acceptable, since it may not have major impact even if there is some error. However in case of medical 

images a small error may have serious implications, which should not be overlooked. Hence it is important to 

compare medical images “based on the content” rather than only on perception. Looking for the contents which 

are not visible to the human eye calls for extracting features of the image, storing it in the database and 

retrieving based on the query. 

Figure 1 describes the general block diagram of Image Retrieval System where, features extracted from 

query image are compared with the features in the image database. Pre calculating the features of the images in  

 

the image database reduces the time required for comparison and retrieval. However the challenge lies in finding  

ABSTRACT 
Present healthcare system calls for standardization and interoperability of images acquired 

by various equipment manufacturers. The healthcare system is also not limited to a single super-

specialty hospital where state of the art machines and excellent physicians are available but should 

also these services need to be available in remote places too. Nowadays, number of images acquired 

by the hospitals is increasing due to the various modalities available to identify accurately the cause of 

the deceases.  This results in more number of medical images being stored in the database in hospitals. 

The interpretation of these medical images becomes even more critical, as it may contain the 

information which cannot be perceived by human eye. Therefore the images need to be annotated 

appropriately while it is stored so that, retrieval of the images of interest can be done quickly. The 

manual annotation is very cumbersome process when large number of images is involved in the 

retrieval process. Hence it is necessary to have an efficient Content Based Image Retrieval System 

which is user friendly and user definable in terms of speed and Precision. 

Keywords: CBIR, Histogram, Retrieval time, Precision, Recall, CDF, GLCM, DICOM, RSNA, 

NEMA, PACS 
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the right features of the image so that, retrieved image is accurate and the retrieval time is also less. User 

authentication is needed to restrict only the authorized user to use the system. The modality selection helps to 

categorize correct modality images to be compared for retrieval.  Most of the times, it may not be sufficient to 

have one feature comparison to retrieve the image accurately. It may be necessary to refine the query process by 

extracting more than one feature (for example intensity, shape, edge, texture) so that, retrieved image is more 

precise. 

As the medical images in the PACS system at present need to conform to the DICOM (Digital Imaging 

and Communication in Medicine) standard, the size of any medical image is well defined by National Electrical 

Manufacturer’s Association (NEMA) specification. The medical equipment used in the imaging process in 

hospitals or diagnostic centers need to confirm to standards defined by NEMA. 

In order to provide efficient patient care many hospitals are implementing Picture Archival and 

Communication Systems (PACS). In a practical scenario mid-sized hospitals cannot afford to have the PACS 

due to the initial investment which is quite huge. These hospitals can have the services of PACS through a Wide 

Area Network (WAN). Size of the medical image being very large, transmission of these images to a distant 

healthcare setup will be limited by the bandwidth of the Wide Area Network or Internet. The image viewing at a 

remote station will be a very slow process and likely to cause severe delay which is a great concern for a 

physicians if he/she wants to view these images before treatment. Hence it is necessary to have an efficient 

Content Based Image Retrieval System which is user friendly and user definable in terms of speed and 

Precision. 

II. SIGNIFICANCE OF CBIR IN HEALTHCARE 
Images in medical domain are being captured only when the exact diagnosis need to be carried out. The 

images are very rich in their content and the information may not be clearly visible to physicians for visual 

inspection. These images are being large in size and require accurate interpretation a good Content Based Image 

Retrieval system will definitely help physicians in their decision by comparing it with similar cases in the image 

database.  

Many Image Retrieval systems that have been developed are independently accessed and are usually text based. 

These systems have been developed mainly to categorize pictures which are generally non – medical. Here 

image perception is of higher priority than the content and thus text based retrieval is appropriate. 

Apart from the rich information contained in the medical images, medical images also contain meta data 

information such as image modality, image slice number, patient age, gender, family status. Use of meta data 

along with the content of the image will prove to be more accurate in medical image retrieval, than using 

content alone.   

Much of the radiological practice is currently not based on the quantitative image analysis, but on heuristics. 

Such heuristics may fail some time in variety of circumstances such as poor quality of imaging equipment, 

associated noise during the imaging procedure, lack of experienced technician, poor quality imaging station. 

Computer assisted image interpretation and retrieval will assist radiologists in correct interpretation. Image 

retrieval system combined with decision support system will be a real advantage in proper diagnosis.  

There is a need to address the challenge of a specialized internet based Content Based Medical Image 

Retrieval (CBMIR) system that can help the doctors or medical practitioners across the globe in referring the 

existing medical records before taking a final decision over the diagnosis. If the system is distributed and 

accessible to the physicians, there will be definitely improvement in the quality of healthcare. 

 

III. CBIR SYSTEM EVALUATION 

In the general image retrieval domain, it is difficult to compare any two retrieval systems. Still, there are several 

articles on the evaluation of imaging systems in medicine or on general evaluation of clinical systems.  

Henning Muller [1] provides an overall view of the various CBIR systems being developed. It would be hard to 

name or compare them all but some well-known examples include Candid, Photobook and Netra that all use 

simple color and texture characteristics to describe the image content. Using higher level information, such as 

segmented parts of the image for queries, was introduced by the Blobworld system. PicHunter on the other hand 

is an image browser that helps the user to find an exact image in the database by showing to the user images on 

screen that maximizes the information gain in each feedback step. A system that is available free of charge is the 

GNU Image Finding Tool (GIFT). Some systems are available as demonstration versions on the web such as  
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Viper, WIPE or Compass. 

A single example result does not reveal a great deal about the real performance of the system and is not 

objective as the best possible query result can be chosen arbitrarily by the authors. 

The commonly used measurement parameters in CBIR are: 

1. Retrieval Time (tr): The time taken by the system to display relevant images to the given query image 

 

 
 

 
 
Defining the relevant image set can be done in various ways. This paper defines a set of “n” images which are 

varying by some factor as defined by the user. A total of 1720 images procured from Radio diagnosis 

department of K.M.C Manipal hospital is maintained in the database. The images are of different modality like 

CT, MR, US & CR and of dimension (256 x 256, 2500x2048, etc..) 

 

Figure 2 shows the relevant set for the query image 14. 

 

 

 

 

IV. RETRIEVAL METHODS IMPLEMENTED 
Retrieval time (tr) comparison of eight different methods is provided in section 4.6 in the form of a graph. 

 
4.1 Histogram Based Retrieval 

One of the most commonly used parameters for image comparison is the color or intensity of the 

image. In our research we have emphasized on the gray level medical images. An experienced physician can 

interpret the images better than a lay man due to his experience in identifying similar images in the past. 

However subtle changes in the image cannot be easily observed. A histogram is the count of the number of 

pixels at each intensity level over the entire image. It is given by,       

          

 
 
Where, k=0 …L-1,  

L is the number of intensity levels. 

nk = number of pixels at gray level rk 

It plots the number of pixels for each intensity value. By looking at the histogram for a specific image, 

a viewer will be able to judge the entire intensity distribution at a glance. 

In histogram matching technique, the histogram of all the images in the database are computed and 

stored in a file. When a query image is given, the histogram of the query is computed and compared with the 

stored histograms. For each and every image in the database, the distance metric is calculated as,  





255

0

|][_][_|][
j

jqueryhistjdatasethistdatasethistdist

        
Where,  

o j denotes the various gray levels ranging from 0 to 255.  

o hist_query is the histogram of query image,  hist_dataset is histogram of the image in the 

database.  

The images in the database nearly matching with the query image, have the least distance metric. The exact 

match is the one with the zero distance metric. 

Relevant Image set for the image 14 

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

kk nrhist )(

Query image 

Figure 2 

http://en.wikipedia.org/wiki/Pixels
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The result of the Histogram based retrieval is shown in Fig.3. Twelve closest images are displayed from a total 

1720 images in the database. The total time for retrieval is 31.5503 seconds.  

 
4.2 Bit Plane Based Retrieval 

In this method, the image is composed of eight one bit planes, ranging from bit plane 0 for the Least 

Significant Bit (LSB), to the bit plane 7 for Most Significant Bit (MSB) as shown in Fig.4. Usually most of the 

visually significant information is contributed by higher order bits and less by the least significant bits. An 8 bit 

image can have 256 different shades of gray, where 0 represents black and 255 represent white, and Integers 

between 0 and 255 represent various shades of gray. So out of the 8 bits, when 7th bit is set, it represents the 

intensities ranging from gray level 128 to 255, and, when 6th bit is set, it represents totally 128 gray levels in the 

range 64 to 127 and 192 to 255, and when 5th bit is set, represents totally 128 gray levels in the range 32 to 63; 

96 to 127; 160 to 191 and 224 to 255 and so on. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In this method, the number of occurrences of set bits in each bit plane is computed. The bit plane histogram is 

represented mathematically as,  

    (2.5) 

Where,  f(x, y)
i 
is the pixel value at (x, y) having i

th 

 bit set to 1,  i = 7,6..0.  
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Images in the database Retrieval time 
Figure 3 

Figure 4 
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4.3 Hierarchical Bit Plane based retrieval  

To make the bit plane histogram matching more efficient, a method is proposed to discard the 

dissimilar images in the database by a method called Hierarchical bit plane histogram matching.  

4.3.1 Histogram percentage as threshold 

This method begins with the most significant bit (MSB), and is based on the distance metric equation. 

The distance metric at the MSB for each image in the database is compared with the threshold specified by the 

user in terms percentage of histogram. Those images in the database with the distance metric less than the 

specified threshold are retained for subsequent search at lower bit planes. This is continued till the least 

significant bit i.e. till the 0th bit is reached. This bit plane technique allows one to compare the query and 

database images with only one arithmetic operation per bit plane and hence needs less computational time and 

power compared to the traditional grayscale histogram matching.  

4.3.2 Image size as the threshold 

It is common that, the major object in an image is located at the center part of the image. In this method 

query image as well as the images in the database are re-sized according the percentage of the threshold 

specified by the user in terms of dimension. If image dimension is [m x n] and the percentage of the threshold is 

90%, then image dimension is re-sized to 90% * [m x n]. it has been observed that smaller dimension of the 

image takes less time for retrieval. 

 

Result of Histogram and Bit plane  
Table 1, shows comparison of four retrieval methods in terms of  retrieval time, Precision and Recall  

parameters. 

 

Table 1 
Total number of images in the database= 1720 

Sl.No Retrieval Method Retrieval time (Tr) in secs Precision (P)  Recall (R)  

1. Histogram comparison 31.6323 1 0.667 

2. Bit plane histogram 4.27613 0.583 0.389 

3. Hierarchical bit plane 2%  histogram as the threshold) 4.64211 1 0.667 

4. Hierarchical bit plane 98%  size of the image as the threshold)  5.31345 1 0.667 
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Fig. 5, Retrieval of four different methods 
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From the graph in the Fig.5, it can be observed that, there is a considerable improvement in retrieval 

time in case of Bit plane histogram compared to that Simple histogram method. Fig.6 shows the Precision and 

Recall parameters of the four different methods implemented. From the above two graphs it can be observed 

that the least retrieval time (Tr) amongst the four method is the Bit plane histogram (4.27613 sec). While 

retrieval time being the lowest in Bit plane method, the Precision and Recall values are 0.583 and 0.387 

respectively, which is lower than the other 3 methods namely Histogram comparison, Hierarchical bit plane with 

Histogram as threshold and Hierarchical bit plane with size as the threshold. From the user’s perspective the 

Precision and Recall being the most important parameters, Hierarchical bit plane with 2% histogram as the 

threshold is the best method amongst the four being described here. It is also observed that the Precision and 

Recall parameters remain same irrespective of the image dimension in the database. 

The retrieval time will also depend on the speed and type of the processor on which the algorithm has 

been implemented.  Results are obtained on a computer with Processor type: Intel i3-2370M CPU @ 2.4 GHz 

processor with 4 GB RAM.  

4.4 Cumulative Distribution Function (CDF) based retrieval 

Medical images are of different dimension depending on the modality of the image as defined by 

Radiological Society of North America (RSNA). The pixel depth and image dimension vary depending on the 

size of the image. The comparison of images of different dimension will be difficult and needs sophisticated 

algorithms to match the two images in terms of intensity or histogram value. This puts extra computation time as 

well as complexity to the CBIR system. Another problem being the registration of the two images. In the pixel 

matching method where pixel intensity of the query and database images is compared, the rotation of the image 

leads to comparison of two dissimilar pixels. This requires image registration to be carried out before the 

comparison. This problem is overcome by CDF where The CDF of the query image and the images in the 

database are approximated by piecewise linear models with two parameters, slope and intercept at various 

grayscale intervals. The contiguous set of lines approximating the CDFs enables us to compare the query image 

and the images in the database with corresponding estimated slopes and intercepts. As the dynamic range of 

CDF is from 0 to 1, images of different sizes can be compared. Approximation of CDFs with lines further 

reduces the dimension of the image features and thus improves the speed of matching. Also, the monotonically 

increasing CDF is well suited for approximations with lines. Resolving the CDF with lines of different lengths 

recasts the matching to a hierarchical methodology.  

Cumulative Distribution Function (CDF) for retrieving the medical images from the database provides 

a considerable reduction in the retrieval time and also flexibility to the user in terms of selecting suitable number 

of line segments (p) and the percentage of CDF threshold depending on the situation providing control over 

precision and time of retrieval. 

 

Fig. 6, Precision, Recall graph of four methods 
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Fig 8 

 
The Cumulative Distribution Function cdf (i) upto the gray level ‘i’ is given by: 

 

Where, h (j) is the normalized histogram at gray level j  

nj is the number of pixels with gray level j 

M.N is the size / dimension of the image  

The CDF contains the same information as that of the histogram, but in another form. However, it has 

two interesting properties (a) It is a monotonically increasing quantity which allows fairly well approximation of 

the CDF with just a first order curve (b) It has a dynamic range between 0 and 1 which allows one to fit 

piecewise linear models on CDFs of images of any size.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
4.5 Edge and Texture based retrieval 

It is also equally important to consider the edge / shape of the medical images for comparison 

especially in case of bone / skull images. As the edges give idea about the shape of the objects present in the 

image, they are useful for segmentation, registration and identification of objects. We have implemented edge 

detection using Sobel Operator. The Sobel operator consists of a pair of 3×3 convolution kernels as shown in 

Fig.8. One kernel is simply the other rotated by 90°. Sobel operator is very simple and effective way for finding 

the edges in image. 

 

 

 

 

 

 

 

 

Fig 7. CDF of image brain0500.jpg with p=4 and continuous cdf overlapped 
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These kernels are designed to respond maximally to edges running vertically and horizontally relative 

to the pixel grid, one kernel for each of the two perpendicular orientations. The kernels can be applied separately 

to the input image, to produce separate measurements of the gradient component in each orientation (call these 

Gx and Gy). These can then be combined together to find the absolute magnitude of the gradient at each point 

and the orientation of that gradient. An approximate gradient magnitude is computed using 

    

The Edge = |Gd – Gq| 

Where Gd is the gradient of the database image  

Gq is the gradient of the query image 

Texture is a very general notion that can be attributed to almost everything in nature. For a human, the 

texture relates mostly to a specific, spatially repetitive (micro) structure of surfaces formed by repeating a 

particular element or several elements in different relative spatial positions. Generally, the repetition involves 

local variations of scale, orientation, or other geometric and optical features of the elements. Texture features 

can be extracted in several methods, using statistical, structural, model based and transformation based, in which 

the most common way is, using the Gray Level Co- occurrence Matrix (GLCM). GLCM contains the second-

order statistical information of spatial relationship of pixels of an image. From GLCM, many useful textural 

properties can be calculated to expose details about the image content. However, the calculation of GLCM is 

very computationally intensive and time consuming. After calculating GLCM, normalization is being carried out 

by dividing each element by the sum of all elements as shown in the equation below: 

  

 

 

 

Where, 

 Vi,j is the (i , j) element of the GLCM 

 Pi,j is the (i , j) element of the Normalized GLCM 

 

From the normalized GLCM the following features have been extracted 

 Contrast [T1] 

 Dissimilarity [T2] 

 Homogeneity [T3] 

 Angular Second Moment [T4] 

 Entropy [T5] 

  

The calculation of GLCM  features is done by the following equation: 

 

 

 

Contrast [T1] =   

 

 

 

Dissimilarity [T2] = 

 

Original Image 
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Homogeneity [T3] =  

 

 

Angular Second Moment [T4] =  

 

 

Entropy [T5] =   

 

From the above equations the feature vector F is calculated as shown below. 

 F = [T1, T2, T3, T4, T5] 

The magnitude of the feature vector F = T1+T2+T3+T4+T5 

The Similarity metric of the texture can be calculated as  Etexture = | Fd – Fq | 

Where,  

 Fd = Magnitude of Feature Vector of Database Image 

 Fq = Magnitude of Feature Vector of Query Image 

 

The results of our research work where we have implemented eight different methods are shown in are shown in 

Table 2.  

4.6 Retrieval time comparisons of various methods implemented 

Sl.No Method Retrieval Time 

(Tr) in seconds 

1. Histogram   31.6323 

2. Bit plane Simple  4.09868 

3. Hierarchical bit plane -1 20% histogram as threshold  4.51706 

4. Hierarchical bit plane -2 98% size as threshold  5.69741 

5. CDF P = 3 [8 lines]  0.61504 

6. Hierarchical CDF P = 3 1% of cdf diff as threshold 0.351143 

7. Edge based - 1 Sobel method  12.6268 

8. Texture based GLCM method  0.401352 

 

Table 2 
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Figure 9 shows the retrieval time (tr) comparison of various methods implemented in our research 

work. Y- axis indicates the retrieval time (tr) in seconds.  Figure 10 shows the screen shot for CDF based 

retrieval with p=8 with 1% as CDF as the threshold. 

 

X – axis indicates 8 different methods implemented. The details of the 8 different methods are given below: 

1. Histogram based retrieval (without pre-stored features) 

2. Simple Bit plane (pre-stored features) 

3. Hierarchical Bit plane – 20% histogram as the threshold  (pre-stored features) 

4. Hierarchical Bit plane – 98% size as the threshold  (pre-stored features) 

5. CDF based retrieval (p=3) (pre-stored features) 

6. Hierarchical CDF based retrieval (p=3) (pre-stored features) 

7. Edge based retrieval (Sobel method) (pre-stored features) 

8. Texture based retrieval (GLCM method) (pre-stored features) 

 
V. CONCLUSION AND FUTURE SCOPE FOR THE RESEARCH 

Content-Based Image Retrieval (CBIR) is a very important research area with its innumerable 

applications especially in the medical and healthcare domain. Presently there is a substantial gap between CBIR, 

and its focus on raw image information and decision support systems, which typically enter the workflow 

beyond the point of image analysis itself. This gap represents what we believe is a major opportunity to develop 

decision support systems that integrate image features exploited in CBIR systems. With such integration, CBIR 

may be a starting point for finding similar images based on pixel analysis, but the process would be augmented 

by inclusion of image and non-image metadata as well as knowledge models, broadening the system from 

“image based search” to “case-based” search.  

 

The present research work focuses on retrieval of images quickly based on three parameters namely 

Intensity, Texture and Shape. However including physician in the image retrieval loop (relevance feedback) will 

be better for accurate diagnosis. It would be better, if the physician is given a choice to select a specific area in 

the image and image is re-sized according to the selected area for better precision. However this will need extra 

time in terms of re-building the feature database. 

 

The proposed system addresses global feature extraction of the images. However implementing local 

feature extraction based on automatic segmentation of the images may improve the accuracy of the system. 

 

 

 

Fig. 10. Retrieved images for query image brain0014.jpg with p=8, with 1% as CDF threshold 
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In our systems we have maintained single CDF feature database irrespective of line segments (2p) 

being selected by the user.  Maintaining different feature databases as per the number of line segment should 

improve the retrieval time.  This method could be explored in the future implementations. 

 

In the texture comparison using GLCM we have taken into account the added values of the features (i.e. T1 

+ T2 +T3 + T4 + T5). Retrieval performance based on the individual GLCM features may give us more insight 

into the content of the medical images.  

 

Extending the above features into the video images such as endoscopy may also help physicians in the 

diagnosis.  

 

From the research perspective it is better to develop a standard CBIR frame work where various algorithms 

can be implemented on standard image database hosted at a central location. Giving options to students / 

researches to develop new algorithms and adding it to the existing methods will make the CBIR system usable 

by everyone. 

REFERENCES 
[1] Henning Muller, Nicolas Michoux, David Bandon, Antoine Geissbuhler. A review of content based image retrieval systems in 

medical applications – Clinical benefits and future directions. International Journal on Medical Informatics (2004) 73, 1-23. 

[1] Manjunath K N, Niranjan U C. Proceedings of the 2005 IEEE. Engineering in Medicine and Biology, 27 th Annual Conference, 
Shanghai, China, September 1-4, 2005 

[2] Suyog Dutt Jain, Harishchandra Hebbar, K N Manjunath, U.C.Niranjan. Large Scale Distributed Frame work for Remote 
Clinical Diagnosis with Visual Query Support. Distributed Diagnosis and Home Healthcare, Pages: 1-16. ISBN: 1-58883 – 158 -

2. 

[3] K.N.Manjunath, A Renuka, U.C.Niranjan. Linear Models of Cumulative Distribution Function for Content –based Medical 
Image Retrieval. Journal of Medical Systems (2007) 31:433-443. 

[4] Ritendra Datta, Jia Li, James Z Wang. Content –Based Image Retrieval – Approached and Trends of the New Age. ACM1-
58113-940-3/04/0010. 

[5] Ceyhun Burak Akgul, Daniel L Rubin, Sandy Napel, Christopher F Beaulieu, Hayit Greenspan, Burak Acar. Journal of Digital 
Imaging, 08 April 2010,Published online 

[6] Datta R, et al: Image retrieval: ideas, influences, and trends of the new age. ACM Computer Survey 40(2), 2008. 

[7] Smeulders AWM, et al: Content-based image retrieval at the end of the early years. IEEE Trans Patt Anal Mach Intell 22 

(12):1349–1380, 2000. 

[8] Swain, M. J., and Ballard, D. H., “Color indexing for Content Based Image Retrieval” International Journal of Computer Vision 

7(1):11–32, 1991. 

[9] Comaniciu D, Meer P, Foran DJ: Image-guided decision support system for pathology. Mach Vis Appl 11(4):213–224, 1999. 

[10] Kwak DM, et al: Content-based ultrasound image retrieval using a course to fine approach. Ann N Y Acad Sci 980:212–224, 
2002. 

[11] Lim J, Chevallet J-P: Vismed: A visual vocabulary approach for medical image indexing and retrieval. in Second Asia 

Information Retrieval Symposium. 2005. Jeju Island, Korea. 

[12] Shyu CR, et al: ASSERT: a physician-in-the-loop content-based image retrieval system for HRCT image databases. Comput Vis 

Image Underst 75(1/2):111–132, 1999. 

[13] Cauvin JM, et al: Computer-assisted diagnosis system in digestive endoscopy. IEEE Trans Inf Technol Biomed 7 (4):256–262, 

2003. 

[14] Güld MO, et al: Content-Based Retrieval of Medical Images by Combining Global Features. Accessing Multilingual Information 

Repositories. in Accessing Multilingual Information Repositories. 2005: Springer LNCS 4022. 

[15] Lubbers K, et al: A Probabilistic Approach to Medical Image Retrieval, in Multilingual Information Access for Text, Speech and 
Images. Springer Berlin, 2005, pp 761–772. 

 

 



International Journal of Computational Engineering Research||Vol, 03||Issue, 11||

 

|| Issn 2250-3005  ||                                                   || November || 2013 ||                                                                  Page 1 

Direct Methodfor Finding an Optimal Solution for Fuzzy 

Transportation Problem 

A.Srinivasan 1   , G. Geetharamani 2  
1
Department of Mathematics 

P.R Engineering College Thanjavur – 613 403, Tamilnadu, India 
2

Department of Mathematics 

Anna University Chennai, BIT Campus, Tiruchirappalli – 620 024, Tamilnadu, India 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

I. INTRODUCTION 
The transportation problem is a special linear programming problem which arises in many practical 

applications. In this problem we determine optimal shipping patterns between origins or sources and 

destinations. Suppose that m origins are to supply n destinations with a certain product. Let ia be the amount of 

the product available at origin i, and jb  be the amount of the product required at destination j. Further, we 

assume that the cost of shipping a unit amount of the product from origin i to destination j is ijc , we then let 

ijx represent the amount shipped from origin i to destination j. If shipping costs, are assumed to be proportional 

to the amount shipped from each origin to each origin to each destination so as to minimize total shipping cost 

turns out be a linear programming problem. Transportation models have wide applications in logistics and 

supply chin for reducing the cost. When the cost coefficients and the supply and demand quantities are known 

exactly. A fuzzy transportation problem is a transportation problem in which the transportationcost,supply and 

demand quantities are fuzzy quantities.  

In many fuzzy decision problems, the data are represented in terms of fuzzy numbers. In a fuzzy 

transportation problem, all parameters are fuzzy numbers. Fuzzy numbers may be triangular or trapezoidal. 

Thus, some fuzzy numbers are not directly comparable. Comparing between two or multi fuzzy numbers and 

ranking such a numbers is one of the import subjects, and how to set the rank of fuzzy numbers has been one of 

the main problems. Several methods are introduced for ranking of fuzzy numbers. Here we use Robut’s ranking 

method [1] which satisfies the properties of compensation, linearity and additivity. This method is very easy to 

understand and apply.  

ABSTRACT 
In this paper we shall study fuzzy transportation problem, and we introduce an approach for solving a 

wide range of such problem by using a method which apply it for ranking of the fuzzy numbers. Some of 

the quantities in a fuzzy transportation problem may be fuzzy or crisp quantities. In many fuzzy decision 

problems, the quantities are represented in terms of fuzzy numbers may be triangular or trapezoidal. Thus, 

some fuzzy numbers are not directly comparable. First, we transform the fuzzy quantities as the cost, 

coefficients, supply and demands, in to crisp quantities by using Robust’s ranking method [1] and then by 

using the classical algorithms we solve and obtain the solution of the problem. The new method is a 

systematic procedure, easy to apply and can be utilized for all types of transportation problem whether 

maximize or minimize objective function. At the end, this method is illustrated with a numerical example. 

Mathematics Subject Classification: 90C70, 90C08 

Keywords: Fuzzy ranking, fuzzy sets (normal and convex), Membership  

Functions, Trapezoidal fuzzy number, Triangular fuzzy number, Optimal Solution, Transportation 

problem. 
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II. PRELIMINARIES 

1.1 Fuzzy Set:  

A fuzzy set is characterized by a membership function mapping element of a domain, space, or the 

universe of discourse X to the unit interval [0, 1].(i.e.)    , ;AA x x x X  . Here A : X →[0,1] is a 

mapping called the degree of membership function of the fuzzy set A and  A x  is called the membership 

value of x∈ X in the fuzzy set A. These membership grades are often represented by real numbers ranging from 

[0, 1]. 

1.2 Normal fuzzy set : 

A fuzzy set  A of the universe of discourse X is called a normal fuzzy set implying that there exist at 

least one x ∈ X such that  A x =1. 

1.3 Convex: 

A fuzzy set A is convex if and only if, for any 1 2,x x X ,the membership function of A satisfies the 

inequality         1 2 1 21 min , ,0 1.A A Ax x x x           

1.4 Triangular Fuzzy Number:  

For a triangular fuzzy number A(x), it can be represented by A (a,b,c;1) with membership function μ(x) 

given by 
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1.5 Trapezoidal fuzzy number: 

For a trapezoidal fuzzy number A(x), it can be represented by A (a,b,c,d;1) with membership function 

μ(x) given by 
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1       ,    b

,     c

0       ,  

x a
a x b

b a

x c
x

d x
x d

d c

otherwise




  


 

 
  

 



 

1.6 α-Cut: 

The α-cut of a fuzzy number  A x  is defined as       / , 0,1A x x      . 

1.7 Arithmetic operations between two triangular and trapezoidal fuzzy numbers fuzzy numbers: 

Addition and Subtraction of two triangular fuzzy numbers can be performed as 

 

 

1 1 2 2 3 3

1 1 2 2 3 3

  , ,       

  , ,

A B a b a b a b

A B a b a b a b

    

    
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Addition and Subtraction of two trapezoidal fuzzy numbers can be performed 

as
 

 

1 1 2 2 3 3 4 4

1 1 2 2 3 3 4 4

  , , , ,  

  , , ,

A B a b a b a b a b

A B a b a b a b a b

     

     
 

III. ROBUST’S RANKING TECHNIQUE [1] 
Robust’s  ranking  technique[1]  which  satisfy  compensation,  linearity,  and  additively  properties  and 

provides  results  which  are consistent with  human  intuition. If ã is a fuzzy number then the Robust’s ranking 

is defined by 

 
1

0

( ) 0.5 , ,l uR a a a d    Where  ,l ua a  is the α- level cut of the fuzzy number a .  

In this paper we use this method for ranking the objective values.  The Robust’s ranking index R(ã) gives 

the representative value of fuzzy number ã. It satisfies the linearity and additive property.
 

IV. FUZZY TRANSPORTATION MODEL FORMULATION 
We deal with the production and transportation planning of a certain manufacturer that has production 

facilities and central stores for resellers in several sites in Chennai. Each store can receive products from all 

production plants and it is not necessary that all products are produced in all production units. 

Assume that a logistics center seeks to determine the transportation plan of a homogeneous commodity 

from m sources to n destinations. Each source has an available supply of the commodity to distribute to various 

destinations, and each destination has a forecast demand of the commodity to be received from various sources. 

This work focuses on developing a Fuzzy linear programming method for optimizing the transportation plan in 

fuzzy environments. 

1.8 Index sets  

i index for source, for all i = 1, 2, ….., m 

j index for destination, for all j = 1, 2, ….., n 

g  index for objectives, for all g = 1, 2, ….., k 

1.9 Decision variables  

xijunits transported from source i to destination j (units)  

1.10 Objective functions  

Z  Transportation costs (Rs.)  

1.11 Parameters  

ijC Transportation cost per unit delivered from source i to destination j (Rs/unit) 

iS Total available supply at each source i (units) 

jD Total forecast demand at each destination j (units) 

1.12 Objective functions 

Minimize total transportation costs 

1 1

 Z
m n

ij ij

i j

Min c x
 

  

Constraints on total available supply for each source i 

1

n

ij j

i

x S


  

Constraints on total forecast demand for each destination j 

  1

m

ij i

j

x D


  

If any of the parameters xij, Si, andDj is fuzzy, the total transportation cost Z becomes fuzzy as well. The 

conventional transportation problem defined then turns into the fuzzy transportation problem. 
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V. FUZZY TRANSPORTATION MODEL ILLUSTRATION 
Consider transportation with m fuzzy origins (rows) andn fuzzy destinations (columns). Let 

(1) (2) (3) (4), , ,ij ij ij ij ijC c c c c     be the cost of transporting one unit of the product from i
th

fuzzy origin to 

j
th

fuzzy destination.
(1) (2) (3) (4), , ,i i i i iS s s s s    be the quantity of commodity available at fuzzy origin i , 

(1) (2) (3) (4), , ,j j j j jD d d d d     the quantity of commodity needed at fuzzy destination j. Xij is quantity 

transported from i
th

fuzzy origin to j
th

fuzzy destination. The above fuzzy transportation problem can be 

stated in the below tabular form. 

 
 1 2  n Fuzzy Supply 

1 

11 11c x  12 12c x  

… 

1 1n nc x  1S  

2 

21 21c x  22 22c x  

…         …. 

2 2n nc x  2S  

      

m 

1 1m mc x  2 2m mc x  

….   …. 

mn mnc x  mS  

Fuzzy Demand 
1D  2D  

 
nD  

1 1

n m

j i

j i

D S
 

   

 

Where  
(1) (2) (3) (4), , ,ij ij ij ij ijC c c c c     

(1) (2) (3) (4), , ,ij ij ij ij ijX x x x x     

(1) (2) (3) (4), , ,i i i i iS s s s s     

(1) (2) (3) (4), , ,j j j j jD d d d d      

VI. METHODOLOGY [4] 
Step 1: Construct the transportation table from given fuzzy transportation problem. 

Step 2: Subtract each row entries of the transportation table from the respective row minimum and then 

subtracteach column entries of the resulting transportation table from respective column minimum. 

Step 3: Now there will be at least one zero in each row and in each column in the reduced cost matrix. Selectthe 

first zero (row-wise) occurring in the cost matrix. Suppose (i, j)
th

 zero is selected, count the total number of 

zeros (excluding the selected one) in the i
th

 row and j 
th

 column. Now select the next zero and count the total 

number of zeros in the corresponding row and column in the same manner. Continue it for all zeros in the cost 

matrix. 

Step 4: Now choose a zero for which the number of zeros counted in step 3 is minimum and supply 

maximumpossible amount to that cell. If tie occurs for some zeros in step 3 then choose a (k,l)
th

 zero breaking 

tie such that the total sum of all the elements in the k
th

 row and l
st
 column is maximum. Allocate maximum 

possible amount to that cell. 

Step 5: After performing step 4, delete the row or column for further calculation where the supply from a 

givensource is depleted or the demand for a given destination is satisfied. 

Step 6: Check whether the resultant matrix possesses at least one zero in each row and in each column. If 

not,repeat step 2, otherwise go to step 7. 

Step 7: Repeat step 3 to step 6 until and unless all the demands are satisfied and all the supplies are exhausted. 
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VII. NUMERICAL EXAMPLE 
Example 5.1Consider the following fuzzy transportation problem. 

A company has four sources 1, 2, 3, 4    S S S and S and four destinations 1, 2, 3, 4  DD D D and the fuzzy 

transportation cost for unit quantity of the product form i
th

 source to j
th

destination is ijC where 

       

       

       

       

4 4

5,10,15 5,10,20 5,15,20 5,10,15

5,10,20 5,15,20 5,10,15 10,15,20

5,10,20 10,15,20 10,15,20 5,10,15

10,15,25 5,10,15 10,20,30 10,15,25

ij
X

C

 
 
      
  
   

and fuzzy availability of the product at source are (10,15,20),(5,10,15),(20,30,40),(15,20,25)) and the fuzzy 

demand of the product at destinations are(25,30,35),(10,15,20),(5,15,20), 

(10,15,25)) respectively. The fuzzy transportation problems are  

       

     

1 2 3 4

1

2

3

4

                                                                                     

5,10,15 5,10,20 5,15,20 5,10,15

5,10,20 5,15,20 5,10,15 10,
                                  

D D D D FUZZY CAPACITY

S

S

S

S

 

       

       

 

 

 

 

       

10,15,20

15,20 5,10,15

5,10,20 10,15,20 10,15,20 5,10,15 20,30,40

10,15,25 5,10,15 10,20,30 10,15,25 15,20,25

        FUZZY DEMAND  25,30,35 10,15,20 5,15,20  10,15,25

 
 
 
 
  
 

Solution: 

Step 1: Construct the transportation table from given fuzzy transportation problem. 

       

       

       

 

11 12 13 14

21 22 23 24

31 32 33 34

5,10,15 5,10,20 5,15,20 5,10,15

               5,10,20 5,15,20 5,10,15 10,15,20

              5,10,20 10,15,20 10,15,20 5,10,15

             10,15,25

MinZ R x R x R x R x

R x R x R x R x

R x R x R x R x

R

   

  

  

     41 42 43 445,10,15 10,20,30 10,15,25x R x R x R x  

 

Now we calculate R(5,10,15) by applying Robst’s ranking method. The membership function of the triangular 

fuzzy number (5,10,15) is  

 

5
,    5 10

5

1       ,    10

15
,     10 15

5

0       ,  

x
x

x
x

x
x

otherwise




 




 
  





 

The α-Cut of the fuzzy number (5,10,15) is    , 5 5,15 5l ua a       for 

which      1,1

1 1

0 0

5,10,15 0.5 , 0.5(20) 10l uR a R a a d d       
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Proceeding similarly, the Robust’s ranking indices for the fuzzy costs ija are calculated 

as:

         

         

         

1,2 1,3 1,4 2,1 2,2

2,3 2,4 3,2 3,3

3,4 4,1 4,2 4,3 4,4

3,1

=11.25, =13.75, =10, =11.25, =13.75, 

=10, R =15, =11.25, =15, =15,

 =10, =16.25, =10, =20 , =16.25

R a R a R a R a R a

R a a R a R a R a

R a R a R a R a R a

       

       

Rank of All Supply 10,15,20 =15 , 5,10,15 =10, 20,30,40 =30, 15,20,25 =20 

Rank of All Demand 25,30,35 =30 , 10,15,20 =15, 5,15,20 =13.75, 10,15,25 =16.25 

R R R R

R R R

We replace these values for their corresponding ija in which result in a convenient transportation problem 

is.

1 2 3 4

1

2

3

4

                                            

10 11.25 13.75 10 15

11.25 13.75 10 15 10
                           

11.25 15 15 10 30

16.25 10 20 16.25 20

               DEMAND    30    15

D D D D CAPACITY

S

S

S

S

 
 
 
 
 
 

  13.75  16.25

 

Step 2: Subtract each row entries of the transportation table from the respective row minimum and then 

subtracteach column entries of the resulting transportation table from respective column minimum. 

1 2 3 4

1

2

3

4

                                                    

0 1.25 3.75 0 15

1.25 3.75 0 5 10
                                       

1.25 5 5 0 30

6.25 0 0 6.25 20

                     DEMAND 

D D D D CAPACITY

S

S

S

S

 
 
 
 
 
 

       30    15  13.75  16.25

 

Step 3: Now there will be at least one zero in each row and in each column in the reduced cost matrix. Selectthe 

first zero (row-wise) occurring in the cost matrix. Suppose (i, j)
th

 zero is selected, count the total number of 

zeros (excluding the selected one) in the i
th

 row and j 
th

 column. Now select the next zero and count the total 

number of zeros in the corresponding row and column in the same manner. Continue it for all zeros in the cost 

matrix. 

 

 

 

 

1 2 3 4

1

2

3

4

                                                    

15    20 1.25 3.75 0

10   11.25 3.75 0 5
                                       

30   11.25 5 5 0

20  16.25 0 10 6.25

           

D D D D CAPACITY

S

S

S

S

 
 
 
 
 
 

       

          DEMAND       30    15  13.75  16.25

                                              1        1       1       1

 

Step 4: Now choose a zero for which the number of zeros counted in step 3 is minimum and supply 

maximumpossible amount to that cell. If tie occurs for some zeros in step 3 then choose a (k,l)
th

 zero breaking 

tie such that the total sum of all the elements in the k
th

 row and l
st
 column is maximum. Allocate maximum 

possible amount to that cell. 
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 

1 2 3 4

1

2

3

4

                                                    

00 15 1.25 3.75 0

101.25 3.75 0 5
                                       

301.25 5 5 0

206.25 0 10 6.25

                     DEMAN

D D D D CAPACITY

S

S

S

S

 
 
 
 
 
 

D          15    15  13.75  16.25  
Step 5: After performing step 4, delete the row or column for further calculation where the supply from a 

givensource is depleted or the demand for a given destination is satisfied. 

 

 

1 2 3 4

1

2

3

4

                                                    

00 15 1.25 3.75 0

101.25 3.75 0 5
                                       

301.25 5 5 0

206.25 0 10 6.25

                     DEMAN

D D D D CAPACITY

S

S

S

S

 
 
 
 
 
 

D          15    15  13.75  16.25  
Step 6: Check whether the resultant matrix possesses at least one zero in each row and in each column. If 

not,repeat step 2, otherwise go to step 7. 

Step 7: Repeat step 3 to step 6 until and unless all the demands are satisfied and all the supplies are exhausted.  

 

   

   

1 2 3 4

1

2

3

4

                                                      

10(15) 11.25 13.75 10 15

11.25 13.75 10(10) 15 10
                  

11.25(10) 15 15 3.75 10 16.25 30

16.25 5 10 15 20 16.25 20

     

D D D D CAPACITY

S

S

S

S

 
 
 
 
  
 

   DEMAND    30           15       13.75       16.25
 

 

The total cost associated with the allocation is 812.5 

VIII. CONCLUSIONS 
The Direct method provides an optimal solution directly, in less iteration, for the transportation 

problems. As this method consumes less time and is very easy to understand and apply, so it will be very helpful 

for decision makers who are dealing with logistic and supply chain problems.  
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I. INTRODUCTION AND STATEMENT OF RESULTS 
In the literature we find a large number of published research papers concerning  the number of  zeros 

of a polynomial in a given circle. For the class of polynomials with real coefficients, Q. G. Mohammad [5] 

proved the following result: 

Theorem A: Let 





0

)(
j

j

j zazP be a polynomial o f degree n such that 

                                          0...... 011   aaaa nn .  

Then the number of zeros of P(z) in 
2

1
z  does not exceed 

                                                

0

log
2log

1
1

a

an . 

Bidkham an d Dewan [1] generalized Theorem A in the following way: 

Theorem B: Let 





0

)(
j

j

j zazP be a polynomial o f degree n such that  

                          0............ 01111   aaaaaaa kkknn , 

for some nkk 0, .Then the number of zeros of P(z) in 
2

1
z  does not exceed 

                                   











 

0

00 2
log

2log

1

a

aaaaa knn . 

Ebadian et al [2] generalized the above results by proving the following  

results: 

Theorem C: Let 





0

)(
j

j

j zazP be a polynomial o f degree n such that  

                  0111 ............ aaaaaa kkknn    

for some k, nk 0 .Then the number of zeros of P(z) in 
2

R
z  ,R>0, does not exceed  

               











 

0

00

1 )()(
log

2log

1

a

aaRaaRaRa nk

n

k

kn

n  for 1R  

 

ABSTRACT: 
In this paper we consider some polynomials having no zeros in a given region. Our results when 

combined with some known results give ring –shaped regions containing a specific number of zeros of 

the polynomial. 

Mathematics Subject Classification:  30C10, 30C15 

Keywords and phrases: Coefficient, Polynomial, Zero. 
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And 

                











 

0

00

1 )()(
log

2log

1

a

aaRaaRaRa nk

n

k

n

n
 for 1R  . 

M.H.Gulzar [3] generalized the above result by proving the following result: 

Theorem D: Let 





0

)(
j

j

j zazP be a polynomial o f degree n  with jja )Re( , jja )Im(  such that 

for some ,10,10,,,   kk n 0 , 

                  0111 ............    nnk .  

 Then the number of zeros of P(z) in )1,0(  cR
c

R
z  does not exceed  

               























































0

1

1

1

1

00000

1

]2)([

]2)([

log
log

1

a

kR

RaRa

c

n

j

jnnnn

n

j

j

n

n













 

                                                                                                    for 1R  
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 Combining Theorem 1 with Theorem D, we get the following result: 
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I. INTRODUCTION: 
Refrigeration: 

 Refrigeration can be defined as the process of removing heat from any substance which may be a solid, 
a liquid, or a gas; it maintains the temperature of the substance below that of its surroundings. Refrigeration is 

therefore the science of moving heat from low temperature to high temperature [ref. 1].  

 There are two common methods of refrigeration; these methods are natural and mechanical. In the 

mechanical refrigeration a refrigerant which is a substance capable of transferring heat that it absorbs at low 

temperatures and pressures to a condensing medium. By means of expansion, compression, and a cooling 

medium, such as air or water, the refrigerant removes heat from a substance and transfers it to the cooling 

medium. 

 In the natural refrigeration, ice has been used in refrigeration since ancient times and it is still widely 

used. In this natural technique, the forced circulation of air or water passes around blocks of ice [ref. 2]. Some of 

the heat of the circulating air is transferred to the ice, thus cooling the air, particularly for air conditioning 

applications. 

Refrigeration by Natural Ice: 
Historically, an inscription from 1700 BC in northwest Iran records the construction of an icehouse, 

"which never before had any king built." In China, archaeologists have found remains of ice pits from the 

seventh century BC, and references suggest they were in use before 1100 BC. Alexander the Great around 300 

BC stored snow in pits dug for that purpose. In Rome in the third century AD, snow was imported from the 

mountains, stored in straw-covered pits, and sold from snow shops [ref. 3].  

Before the 19th century, there was no mechanical refrigeration, and all the artificial cooling of air has 

used ice, snow, cold water or evaporative cooling. In the 1800s natural refrigeration was a vibrant part of the 
economy. Natural ice harvested from the pristine rivers and lakes of the northern US was in demand [ref. 4]. 

Ice harvesting is still a good way to beat the cost of refrigeration. In China, "Citizens collect ice blocks 

cut from the ice on the Songhua River in Mudanjiang, northeast China's and store ice cubes at their cellars in 

winter for summer use. They buried it in sawdust, ice can last all summer at zero cost and energy consumed [ref. 

5]. 

 

ABSTRACT: 
In this paper, a special design of an experimental rig was used to study and evaluate the performance of 

using the ice thermal storage capacity for cooling purpose. Nowadays ice thermal storage system is 

mostly used because it is practical due to the large heat of fusion of ice to change into water. Thermal 

storage techniques have provided opportunities to store cooling energy in ice when the power price is 

relatively low. 

The experimental rig that was built is a simple domestic air conditioning prototype that can be 

used to cool small spaces with ice bank which are prepared for this purpose. 

Encouraging results were obtained in this paper where two different air flowrate was used to 

compare between them; it was found that the performance of using the ice storage capacity is effective 

in which the coefficient of performance (COP) is relatively high compared to a conventional air 

conditioning. The results showed that the COP for higher air flowrate is lower than the COP for lower 
air flowrate due to lower power consumed by the system. And the outlet temperature for the higher air 

flowrate is higher than the outlet temperature for the lower air flowrate due to the more time of contact 

between the air and the ice banks. 

As a conclusion we found that the ice storage capacity process is an effective process of using 

a chiller or refrigeration plant to build ice during off-peak hours to serve part or the entire on-peak 

cooling requirement. 
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In natural ice refrigeration, cooling is accomplished by melting ice. Owing to its melting point of (0 

°C), Ice is used as an effective cooling agent because to melt it, ice must absorb 333.55 kJ/kg  (about 144 

Btu/lb) of heat. 

This method is used for small-scale refrigeration such as in laboratories and workshops, or in portable cooler, 

and foodstuff maintained near this temperature have an increased storage life. 

 

Sustainable cooling with thermal energy storage: 
Thermal energy storage (TES) is sometimes defined as a way of producing an energy sink or source, 

and provides methods and systems that allow storage of either cooling or heating produced at one period in time 
for later use at another period in time. TES results in two significant environmental benefits: (i) the conservation 

of fossil fuels through efficiency increases and/or fuel substitution, and (ii) reductions in emissions of such 

pollutants as CO
2
, SO

2
, NOx and CFCs [ref. 6]. 

 Thermal storage can either take the form of sensible heat storage (SHS) or latent heat storage (LHS). 

Latent heat storage is accomplished by changing a material's physical state whereas SHS is accomplished by 

increasing a material's temperature [ref. 7]. 

Ice as (LHS) is one of the more common thermal storage materials used today. Ice provides one of the 

highest theoretical thermal storage densities (and, therefore, the lowest storage volumes). Ice systems have been 
shown to be excellent for smaller and even for some larger packaged installations [ref. 8].  

The annual electricity consumption for air conditioning systems can account for over than 30%. Thus, 

stored energy for ice (focus on phase change) can be used instead of electricity when the demand for energy is 

high to reduce energy consumption in hot climates.  

II. THE RESEARCH GOAL: 
The goal of this research is to carry out a study of cooling system performance through a simple 

domestic air conditioning prototype by using the ice thermal storage capacity as an alternative method in air 

conditioning system for the following reasons: 

1. To reduce the pollution and global warming by reducing the usage of oil fossil for producing 

electricity. With global warming, extremely hot weather may become more common, so, the ice 

thermal storage can provide potential solution for hot weather cooling issue [ref. 9], and avoid forced 

shutdown during hot weather. 

2. To benefit from the lower electricity charge during night time, the ice thermal storage technology is an 

essential solution, where part of the electricity consumption during peak hours at mid-day could be 

shifted to off-peak hours at night [ref. 10]]. 

3. It can be used to cool building spaces when the main electrical power is blackout. 

III. EXPERIMENTAL RIG DESIGN: 
An experimental rig was designed and fabricated for this research as shown in the schematic drawing 

and the experimental construction [figure 1] to represent a small prototype of a simple domestic air conditioning 

system using ice thermal storage to cool the air for small conditioned space with overall dimension of (3m X 2m 

X 2.8m height). 

The unit has two parts, the first part is the cooling unit and the second is the power supply unit which 
includes a charger and battery. 

 

Figure (1): Schematic drawing & the Experimental rig of a simple domestic air conditioning. 
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The cooling unit:   

1. The cooling box (container):  

  A plastic cold box of (60 X 40 X 50 cm) was designed and fabricated for the experimental study of this 

research as shown in the schematic drawing [Figure 1]. The box was partially divided into two chambers by 

using metallic plate (partition) without upper space in order to ensure that the cover is tightly closed to direct the 

air flow through a longitudinal lower space (passage) of about (50 mm) where the air flows through from the 

first to the second chamber.  

 Two grille shelves were placed in oblique position on both sides of the metallic central plate (partition), 

on each of them a bank of (11) ice contained in a thin sheet plastic bottles of (0.5 liter volume) to avoid direct 
contact of air with ice were placed and to be modeled as a component of a heat exchanger, these bottles are used 

to cool the air and reduce its humidity. 

An opening draining hole of (12.5 mm) was made in one corner of the box to drain water that accumulates due 

to vapor condensation. 

 The box was lifted from ground by four legs, one of these legs is an adjustable leg to ensure that the 

condensate vapor to be accumulated at the draining hole to complete its draining out of the cooling box. 

 The box cover was fabricated with two opening on both sides to introduce two ducts, the first duct was 

made of galvanized plate with one end of rectangular cross section, its opening is square shaped of (240 x 240 

mm), in which a fan is placed and fixed by screws at its end [figure 2]. 

 The used fan is a DC motor has a maximum power of (80 Watt) and the working voltage is (12 Volt). 

 
Figure (2): The air outlet duct and the used fan, the air inlet duct. 

The second duct was made of plastic pipe (PVC) of (100 mm in  diameter) and (600 mm length) ended by 

another diverging square shaped duct with grill made of galvanized sheet  to produce uniform air flow [figure 
2].  

2. Power supply unit: 

This unit consists of two parts: 

a) The charger, which converts the electric voltage received from main circuit from (220V AC) 

to (14V DC) to charge the battery. 

b) The battery, it supplies electric power to the fan; the maximum obtained voltage is (14 Volt). 

3. The measuring instruments: 

The measuring instruments used in this experiment are: 

1- Two digital thermometers each of two thermocouple sockets in order to measure temperature in four 

positions [referring to figure 1]: 

 First thermocouple was connected to the first bank of ice bottles (4) which is insulated from the 
airflow. 

 The second thermocouple is connected to the second bank of bottles (5) which is insulated from the 

airflow. 

 The third thermocouple is connected to the central plate (2) to measure the temperature between the 

two ice banks. 

 The fourth thermocouple is connected to the duct at the cold air outlet (3). 

2- Humidity meter: is placed in two positions, the first one inside the pipe to measure the RH, temperature 

(1) and dew point temperature of air entering the unit, the second one inside the duct fan to measure 

RH and the dew point temperature of the air leaving out the unit. 

3- Air flow meter; to measure velocity of the air, it is placed inside the pipe at the air flow entrance. 

4- Ammeter and voltmeter to measure the fan power consumed at different air flow passing through the 
experimental rig. 
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IV. THEORETICAL ANALYSIS: 
 To study the thermal energy system, it will consider in this paragraph the performance analysis of 

conventional domestic air conditioning using the ice thermal storage capacity. 

 To write down the energy balance for this system, the temperatures and the relative humidity and the 

dew point temperature of the contained vapor in the air flow were measured at different positions in the system, 

these positions are: 

a) The temperature and the relative humidity at inlet & outlet of air flow into the c box. 

b) The air mass flow rate ( ) entering the system. 

c) The temperature of air flow between the two Ice banks. 

d) The consumed power of the fan by the ammeter and voltmeter. 

The calculation can be done to find the required parameters and studying the performance of this system, by 
using the following formulas relating [ref. 11 ]

.  

1) The Humidity Ratio: 

 To measure the humidity ratio of moist air (𝝎) which is the ratio of the mass of water vapor (mw) to the mass of 

dry air ( ma). 

 
 Ra = the gas constant for dry =  (0.2871)    (J/kg.K)  

 Rw = the gas constant for water vapor = (0.461)    (J/kg.K) 

 
2) The Air pressure: 

To measure the air pressure, the following equation is used: 

 
 pw  =  vapor pressure at the dew point temp. 

3) The air mass flow rate:  

The mass flow rate of the air passing through the system can be calculated by measuring the air volume of the 
air, which is equal to: 

 
Where:      A = the cross-sectional area of the entrance pipe ( m2) 

 
 Dpipe = the diameter of entrance pipe (m) 

 vair = the air velocity inside the entrance pipe (m/s). 

The air mass ( ) flow rate then can be calculated by using the following formula: 

 
Where:     = the air density (mixture of dry air and vapor) …. (kg/m3)  

 

 
  = the dry air density                        …. (kg/m3)  

  = the vapor density                         …. (kg/m3) 

  T = temperature of dry air                      (oC) 

4) The Enthalpy of Moist air: 

The moist air is a mixture of dry air and water vapor, so, the enthalpy of the moist air can be evaluated as: 

 
where:     ha = the enthalpy of dry air   (kJ/kg) 

     hw = the specific enthalpy of water vapor  (kJ/kg) 

 

 

 
Where:    hgo = specific enthalpy of saturated water vapor at (0 oC ), its value can be taken as (2500 kJ/kg). 
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In temperature range of (0 to 60 oC), the mean value of the specific heat of dry air (Cpa) can be taken as (1.005 

kJ/kg.K), and the specific heat of water vapor (Cps) can be taken as (1.88 kJ/kg.K), then the specific enthalpy of 

moist air (h) is given by: 

 
 

5) The Heat Loss by the air:  

When a moist air passing through a cooling or heating medium, it will loss or gain heat (Q). That 

means there is a change in its state of temperature and content of water vapor (a change in the humidity ratio). It 

can be calculated as: 

 
Where:     h1 = the enthalpy of inlet moist air (kJ / kg) 

      h2 = the enthalpy of outlet moist air (kJ / kg) 

Thus, the heat loss of air flow rate passing through a cooling system can be evaluated as: 

 
And to calculate the average of heat removed (Qav) during any time of the cooling cycle, the trapezoidal rule can 

be used which states below:  

 
Where:    ∆t = the time interval (min) 

      tc = the period time of cooling (min) 

6)  The System Performance: 

The system performance of a cooling system is expressed by the ratio of a useful heat gain to work done by the 

system, it is called as the coefficient of performance (COP), and it can be evaluated as follows: 

 
Where: 

 COP = coefficient of performance (dimensionless) 

 W = the work done by the system ( kW ) 

The work done by the domestic air conditioning system in this project is equal to the power consumed by the 

working fan, and this power is equal to: 

 
Where: 

 V = the measured voltage of the power supply (Volt) 

 I = the measured amperage to working fan (Ampere) 

 

V. RESULTS & DISCUSSION: 
 The experiment's procedure was carried out to study the performance of the simple domestic air 

conditioning. The measuring values for the air flow velocity, temperatures, relative humidity, Dew point 

temperature and the power consumed by the working fan were measured by using ice packed in the bottles with 

a deep freeze temperature of ( - 6 oC) for two different air flowrate to make a comparison to study the effect on 

performance when the flowrate is altered. 

 Figure (3) shows the temperature variation through the cooling system for two different air flowrate 

[0.0321 and 0.0229 kg/s] with time for the air inlet temperature (T1), the air outlet temperature from the first ice 

bank (T2) and the air outlet temperature from the second ice bank to the outlet of the system (T3). 

 It was noticed from figure (3) that the temperature difference between inlet and outlet temperature is 

higher for low air flowrate (0.0229 kg/s) than for higher flowrate (0.0321 kg/s) due to more time of contact for 
the air with the ice blocks and this leads to better heat exchange between the air and ice block. 

 The figure shows too that the temperature leaving the first ice bank is highly decreased compared to the 

air temperature leaving the second ice bank. The difference is attributed to the fact that as the temperature 

difference decreases between the two heat mediums, this caused the transferred heat to be lowered as it is 

observed that for lower air flowrate (T3 – T2) is lower than (T3 – T2) for higher flowrate. 
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Figure (3): The graph showing the air temperature variation across the cooling system. 

Figure (4) shows the vapor content variation of air at inlet and outlet for the cooling system for two 

different air flowrate, it shows the drop in vapor content with time at outlet as the air passes across the system.  

It is observed that more condensation occurs for the lower air flowrate (0.0229 kg/s) than for the higher air 
flowrate (0.0321 kg/s) due to more time of contact and better heat exchange between the air and ice block. As 

well, when a lower flowrate is used the heat loss of air is less and ice block will last and need more time to melt. 

 
Figure (4): The graph showing the variation of air vapor content across the cooling system. 

Figure (5) shows the heat loss of the air flowrate that is passing through the cooling system for the two 

different air flowrate with time, this heat represents the difference between the heat content of the entering air 

flow enthalpy (h1), and the leaving air flow enthalpy (h2) from the outlet of the cooling system.  

It is observed from figure (5) that the lost or removed heat from the air moving across the cooling system is 

decreased with lower air flowrate (0.0229 kg/s) than with higher air flowrate (0.0321 kg/s) because the air 

flowrate quantity plays as an active factor to dominate the increasing in heat exchange than increasing in 
temperature difference. 

 
Figure (5): The graph showing the variation of the removed heat from the air with different flowrate. 

Figure (5) shows too that the curve for the higher air flowrate (0.0321 kg/s) is steeper than the lower air 

flowrate which explains that with higher air flowrate the removed heat is faster than lower air flowrate (0.0229 

kg/s), on contrary the curve for the lower air flowrate becomes flatter with time which means the heat is 

gradually removed from the ice pack of both banks. 

Figure (6) shows the coefficient of performance (COP) for this cooling system. It is observed from this 

figure that the COP increases as the air flowrate is decreased; this is because as the air flowrate is decreased the 

fan consumes less power according to the fan third law.  
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Figure (6): The graph showing the variation of COP of the cooling system with different air flowrate. 

Figure (6) shows too that for higher air flowrate (0.0321 kg/s) the obtained COP has a maximum value of  about 
(10) and it goes down with time, but for lower air flowrate (0.0229 kg/s) the obtained COP has a maximum value of about 
(19) and it goes down with time.  

Figure (7) shows the average heat removed from the air with time for two different air flowrate. It is noticed from 
the figure that the average heat removed from the air is higher with higher air flowrate (0.0321 kg/s) which is approximately 
around (400 W) at the end of the test compared with lower air flowrate (0.0229 kg/s) which is approximately about (300 W) 
at the end of the test.  

That means with lower air flowrate the ice pack will last and stand for more time to melt, whereas with high air 
flowrate the ice pack will melt faster but gives better heat removing to meet the heat demand for cooling.  

 
Figure (13): The graph showing the variation of average heat removed from the air with different air 

flowrate. 

VI. THE CONCLUSIONS: 
As a conclusion, the results shows that the test carried out on this simple domestic air conditioning is a small 

prototype to simulate a bigger cooling system shows that using ice thermal storage capacity to decrease the cooling load on 
the cooling system at the on-peak time and in turn it will decrease the capacity of a cooling system for hot climate which 

means decreasing the system volume and for cooling a small spaces. 
Beside what mentioned above, it will the pollution and global warming by reducing the usage of oil fossil for 

producing electricity, and to take the benefit of lower charge of electricity at the off-peak time. 
It can be used too in developing countries where the electrical power is blackout at programmed time for shutting 

due to lake in electrical power supplying or at countryside and far away areas. 
The COP of such systems will increase when the air flowrate decreases, but the removed heat (Q) will be less and 

with a lower air outlet temperature, in this case it needs more time to remove or absorb the same heat quantity from the 
cooling space, this point is open for discussion to balance between getting better COP or to meet the cooling load as fast as 

possible when using a cooling system using the ice thermal storage capacity. 
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I. INTRODUCTION 

Security of network communications is arguably the most important issue in the world today given the 

vast amount of valuable information that is passed around in various networks. Information pertaining to banks, 

credit cards, social security numbers, personal details, and government policies are transferred from place to 

place with the help of networking infrastructure. The high connectivity of the World Wide Web (WWW) has 

left the world ‘open’. Such openness has resulted in various networks being subjected to multifarious attacks 

from vastly disparate sources, many of which are anonymous and yet to be discovered. This growth of the 

WWW coupled with progress in the fields of e-commerce and the like has made the security issue even more 

important. 

A typical method for security that is used To safeguard information during electronic communication 

and data transmission processes across unsecured networks and  provide security requirements is encryption [1]. 

Encryption is the process of encoding messages (or information) in such a way that cannot be read by 

eavesdroppers or hackers, but that authorized parties can. In an encryption scheme, the message or information 

(referred to as plaintext) is encrypted using an encryption algorithm, turning it into an unreadable ciphertext. 

This is usually done with the use of an encryption key, which specifies how the message is to be encoded. An 

authorized party, however, is able to decode the ciphertext using a decryption algorithm, that usually requires a 

secret decryption key [2].  

Implementing a demonstration project comprise of BASIC Stamp microcontroller, two wireless X-Bee 

modules, two computer and BASIC Stamp Editor v2.5 and Bascom  language (TC++ program language) to 

protect information during electronic communication and data transmission across unsecured networks and most 

importantly to prevent data from falling into wrong hands. 

 

II. METHODOLOGY 
Design of a network data security circuit consists of  two elements:  

A. Hardware components:  

The hardware components for this research paper consists of Parallax, Inc.’s BASIC Stamp2  modules, 

X-Bee wireless modules and computer. Upon using all this materials, a transmitter and a receiver circuit will be 

build.  
 

Microcontrollers 

Microcontrollers are frequently used device in embedded computing in which the application varies 

from computing, calculating, smart decision-making capabilities, and processes the data. Most of the 

electrical/electronic device, sensors and high-tech gadget can be easily interface and interact with 

microcontrollers to automate a system structure. For this research BASIC Stamp2 is used [3]. 

Abstract 
To safeguard information during electronic communication and data transmission processes 

across unsecured networks and  provide security requirements, including authentication, confidentiality, 

integrity and non-repudiation. To achieve this goal, this paper proposed to design of a network data 

security circuit using two Basic Stamp2 Microcontroller, two wireless X-Bee modules, two computer and 

BASCOM language (TC++ program language ) to generate non-standard algorithm ( logic algorithm ) for 

encrypted and  decryption. The algorithm depends on ciphering the plaintext n times with n keys. 

 

Keywords: Basic stamp2, ciphertext, Decrypted, Encryption, Network data security, plaintext, and X-

Bee. 
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Figure 1: BASIC Stamp2 

 

The BS2 microcontroller has a 24-pin Dual Inline Package (DIP) and 16 of them are used for I/O 

interface. The brain for the chip is Microchip Inc.’s PIC 16C57. Each pin can source (supply) a maximum 

current of 40mA and sink (draw) a maximum current of 50mA. A range of 5 to 15 direct current (VDC) power 

supply is sufficient to turn on BS2, because a voltage regulator embedded inside it, provides a steady 5VDC 

supply to the BS2 such that the high voltage will not damage the IC. BS2 has 2KByte (~500 PBASIC 

instructions) Electronically Erasable Programmable ROM (EEPROM), and RAM size 32 Bytes (6 I/0, 26 

Variable) and is programmed using PBasic language; the instruction set that is permanently stored on the BS2 

ROM. The user-define program is downloaded into the EEPROM from a PC through a DB-9 serial cable 

connection between the PC and the microcontroller. The excess EEPROM can be used for long term data 

storage [4] [5].  

 

X-Bee 
X-Bee module is a device use to communicate via wireless network, it utilizes the IEEE 802.15.4 

protocol which implements the entire features list below as to ensure data delivery and integrity: 

 Media Access: A special feature to make certain two network nodes do not transmit at the same time 

causing data collisions and errors in communication. 

 Addressing: A technique to ensure only the intended node uses the receive data, allowing data to be sent 

from one point to another point, or point to multi-point by sending a broadcast meant for all nodes on the 

network. 

 Error Detection: A way to validate data received at the node correctly. 

 Acknowledgements & Retries: A way to notify the transmitting node that the data was delivered 

successfully. Lacking this, several retries may be performed in an effort to deliver the data [3] [6]. 

 
Figure 2: X-Bee Pro modules and Pin outs 
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Computer  

To program the Basic Stamp2  with the windows interface, an IBM PC or compatible computer 

system the following components is needed [7] : 

- IBM PC or compatible computer running windows 95, windows 98, or windows NT4.0 (S.P.3 

recommended). 

- 80468 (or greater) processor. 

- 16 MB RAM (24 recommended). 

- 1 MB free hard drive space. 

- 256-color VGA video card (24 bit SVGA recommended). 

 

D25 connection  

The D25 connection used to connect Basic Stamp2  to computer  parallel port for programming. 

 

B. Software: 

For this research there are two main softwares being used BASIC Stamp Editor v2.5 and Bascom  

language (TC++ program language ). 

- BASIC Stamp Editor v2.5, used to program the Basic Stamp2 microcontroller. 

-  Bascom  language (TC++ program language )  , used to write  non-standard algorithm ( logic algorithm ) for 

encrypted and  decryption. 

The circuit design for this research is divided into two parts namely the transmitter and the receiver 

circuit. The interconnection for the transmitter and the receiver circuit are shown in Figure 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 : block diagram for the circuit 

 

In the transmitter circuit the message will be encrypted m times depending on the length of the key. 

The key will be converted to equivalent ASCII code. In this algorithm key will be inserted into the encrypted 

message after any encryption stage to form the new message for the next encryption stage. This process will be 

repeated m times. The number of the encryption stages will be given depending on the length of the key.  

In the receive circuit the message will be decrypted by used the inverse method for encryption. 

 

III.    RESULTS 

 

The flowchart of  the program of the design of a network data security circuit is shown in Figure 4. 
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Figure 4: flowchart of the program of the design of a network data security circuit 

IV.   CONCLUSION 
Design of a network data security circuit is the most important system to enhance security in 

transmission of data in network, to prevent data from falling into wrong hands and to provide the data security 

requirements, including integrity, authentication, non-repudiation and confidentiality. Design of a network data 

security circuit includes the following advantages: 

1-  Encrypted the message by using non-standard algorithm. 

2-  Very complicated because it encrypted and decrypted the message m times.   
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I. INTRODUCTION 
The purpose of On-line Examination System is to take online test in an efficient manner    and with no   

time wasting for checking the paper.   

These systems combine wireless handheld keypads with LCD Screen and master computer. When used 

by a skilled moderator, these systems create an interactive environment that can inspire honest feedback and 

generate quality data that can be instantly sorted in myriad ways. After the computer receives the group’s input, 

the results are tallied for immediate display to the moderator, group members, and/or observers. This avoids data 

entry errors that can occur when converting paper information into electronic files. Using wireless keypads 

instead of computers for every student (“all those in increasing cost of examination…”) allows a participant to 

respond anonymously, which may encourage more thoughtful and honest responses.   

 The purpose of the system is to develop Online Examination System., used to test the Domain 

knowledge of the students, and employees with respect to the particular technology. The manual procedure used 

for conducting exam is time consuming process and error prone due to human limitations. The System purpose 

is to completely automate the old manual procedure of conducting exam. It is very essential for an Institute to 

handle the Examinations and their results. 

II. PREVIOUS WORK 

2.1 Current System 

The Current system of examinations is highly complicated and expensive. Whenever exams are to be 

conducted there are various tasks that have to be done again and again 

 Setting question paper 

 Checking for errors 

 Printing question papers 

 Scheduling Exams 

 Conducting Exams 

 Checking Answer Papers 

 Preparing Result Charts 

 Solving Question Papers 

 

 

 

Abstract: 
Area of compact handheld devices using embedded system is attracting embedded designers nowadays.     

This paper present such one handheld embedded device which can be used for online examination 

system. This device is designed using microcontroller, keypad, LCD & RF transmitter and receiver. In 

present systems to conduct online examination system one desktop PC per candidate have to be used. 

This embedded device can be used to conduct online examination with only one desktop PC. Also the 

main objective of this On-line Examination System is to efficiently evaluate the candidate thoroughly 

through a fully automated system that not only saves lot of time but also gives fast & accurate results 

without using number of computers. 

Keywords: Microcontroller, RF communication, Keypad  
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Online Examination System using Touchpad is known in the industry by many names including 

audience response system, interactive voting pads, audience voting keypads, and clickers. These handheld or 

wearable electronic devices quickly record member answers to questions during a exams, meeting, training, and 

survey activities.  You'll find devices in conferences and seminars for opinion polling, benchmarking, and 

speaker feedback. In corporations for strategic planning and decision making and to share voting.  

 

III. PROPOSED SYSTEM HARDWARE 
 

 

 

 

 

 

 

 

 

 

Figure 1 (a): Master Unit Block Diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 (b): Slave Unit Block Diagram 

Figure 1: Answering-pad Based Online Examination System 

3.1 Master Unit 

3.1.1. RF Transmitter and Receiver: It is a rate of oscillation in the range of about 3 kHz to 300 GHz, which 

corresponds to the frequency of radio waves, and the alternating currents which carry radio signals. RF usually 

refers to electrical rather than mechanical oscillations, although mechanical RF systems do exist (see mechanical 

filter and RF MEMS).Although radio frequency is a rate of oscillation, the term "radio frequency" or its 

acronym "RF" are also used as a synonym for radio – i.e. to describe the use of wireless communication, as 

opposed to communication via electric wires. 

3.1.2. Master Computer: It consists of a Master computer which is connected to Internet for sending and 

receiving of the questions and answers. It is used for sending the data (Question Paper) to Slave Unit and also 

receiving the final data from the Slave Units. 

3.1.3 Power Supply Unit: This block is used to produce a power supply of about +5V. 

3.1.4 LCD Display: It is used to for Result display purpose. 

 3.2 Slave Unit: 

3.2.1 Microcontroller: ATmega32A microcontroller is used as controller of slave Unit.[3] It is CMOS,RISC, 

AVR ATmega32 8-BIT Microcontroller which is having In-system Programmable with Flash code storage, re-

programmable up to 1000 times, 32 working registers, single clock cycle execution giving up to 1MIPs/MHz[2] 
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3.2.2 GLCD: This is a smaller version of our serial graphic LCD. The Serial Graphic LCD backpack is soldered 

to the 128x64 pixel GLCD and provides the user a simple serial interface to a full range of controls.[2] 

Besides writing text, this serial graphic LCD allows the user to draw lines, circles and boxes, set or reset 

individual pixels, erase specific blocks of the display, control the backlight and adjust the baud rate.[3] 

3.2.3 RF Transmitter & Receiver module: It is a true single-chip transceiver, It is based on 3 wire digital 

serial interface and an entire Phase-Locked Loop (PLL) for precise local oscillator generation .so the frequency 

could be setting. It gives 30 meters range with onboard antenna. It is al Low power consumption IC.This module 

is used in this system to establish wireless communication between slave & master to exchange question-

answers. [4] 

3.3 Working 

 

Figure 2: Working of System 

 

1.  All the question paper sets will be stored in a Master Computer via Internet, from this Master computer 

it will be send to the Slave unit as per the prescribed time before the start of examination. 

2.  Initially there is no display of questions on the GLCD unit of Slave, after start command given from 

Master unit the Slave unit will turn on. 

3.  Then different set of objective questions with options will arrive as per the sequence on different Slave 

unit. 

4.  As the time starts the candidate will start solving the questions, at a time only one question will appear. 

5.  There are four buttons given on the device A, B,C,D by pressing the particular button the candidate can 

select the answer. 

6.  If the candidate wants to preview the previous question then by using the preview button he can go to 

the previous questions. 

7.  If the candidate wants to proceed with the question then by using the next button he can proceed with 

the questions 

8.  After time-up Master Unit will request Slave Unit to send the data. 

9.  Then all the data will appear at the Master Unit within few seconds, only one Slave will send the data at 

a time. 

10.  Simultaneously Master unit will start analyzing the answers with the standard format stored in it. 

11.  After completion the Master unit will display the result within some time.  

 

3.4 Utilities 

It includes:- 

-Skip and come back to the question afterwards if needed.  

-Displays the selected answer of attempted questions and can go to next or previous question and can either 

attempt or change the answer of the already attempted question. 

 

IV. SOFTWARE- FLOW CHART 

http://www.sparkfun.com/commerce/product_info.php?products_id=710
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V. RESULT 
Examination will start on every slave device only after receive command from master. Then each 

candidate has to enter his name and examination seat number on master pc. After completion of registration 

procedure candidate’s examination time start & each question will be displayed sequentially as per the set for 

each slave. 

 
Figure 3: Handheld Device (Slave Unit) 
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As shown in above Display each question is displayed with four objective answers Viz. A, B, C, D. 

Candidate has to submit one option and has to press NEXT switch for next question. Candidate can return to the 

previous question by pressing PRV. Switch. 

 

VI. CONCLUSION 
An Answering-pad Based Online Examination System allows large groups of people to vote on a topic 

or answer a question. Each person has a device with which selections can be made. Each remote communicates 

with a computer via receivers located around the room or via a single receiver connected to the presenter's 

computer using a USB connector. After a set time – or after all participants have answered – the system ends the 

polling for that particular question and tabulates the results. Typically, the results are instantly made available to 

the participants via a bar graph displayed on the projector. An online Examination system forms the lifeline of 

the Educational Institutes to the functioning of the examination. 
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I. INTRODUCTION 
Positive Word of Mouth is a shopping experience that is shared by satisfied customers to other people. 

In the era of Internet, WOM spread more widely and quickly through social media such as facebook, email, 

blog, twitter and others, so that it crosses the geographical boundary. Additionally, WOM activity in the internet 

can be stored for a long time because the messages are recorded on the medium used for sharing information. E-

WOM is word of mouth via the Internet and World of Mouse is a term that is used for e-WOM [1].  Information 

spreading  via Internet is very vast and it is able to penetrate the boundaries of place and time rapidly compared 

to offline. Customer review is the one of Word of Mouse platform. Nowadays consumer behavior has changed, 

especially in Word of Mouse activities. Rating system or product review to service quality or satisfaction in 

online shopping can take place instantaneously through a computer mouse device to the Web site. The 

availability of Word of Mouse is the valuable customers‟ voice data base. Several studies utilize this data base 

e.g. who investigated the behavior online customer in online feedback forums about disatisfaction with frequent-

flier programs in the air industry [2], investigated the importance of listen in conversations in social media 
discussion forum: discussion forums, blogs, social networks, mainstream news, wiki, video and review sites) to 

conclude the brand sentiment [3]. Internet Marketing minimizes transaction time, closeness the distance and 

place: “One of the best ways to initiate or to extend   export activities used to be to exhibit at an overseas trade 

show. With the Web, it is not even necessary to attend trade shows to show one‟s ware. Electronic 

communication via the Internet is extending the reach of companies large and small to worldwide markets.” [4]  

ABSTRACT: 
 Marketing strategy of e-business should be adjusted to ensure that the customer is ready to 

make transaction online. This adjustment is primarily intended to foster customer trust related to 

privacy and economic risk. E-Trust in B2C e-commerce is more difficult to realize than an offline 

business. Gaps in e-Trust still exist, how the service without face to face interaction can logically 

satisfy.  The perceptions of e-Service Quality can grow through Technology Readiness as well as 

Technology Acceptance, but e-Trust is more decisive in shaping of the service quality 

perception. This study aims to discover the customer's perspective on e-Service Quality and to 

analyze its relations with e-Satisfaction and e-Loyalty. Text corpus of satisfied customer review 

from the online store is used as the unit of hermeneutics analysis to reveal meaningful 

reviews. Purposive text sampling with detail in content and context is used to obtain a complete 

answer to the research question. MAXQDA11 software is used for the configuration analysis 
process on the connectivity among themes. The perspectives of e-Service Quality are discovered 

through Fun Shopping theme which is determined by: shopping experience, ease shopping, 

shopping problem handling and functional satisfaction. Customers’ satisfaction perspective is 

the emotional e-Satisfaction through the emotional satisfaction in online shopping and the delight 

from family values. The fellow care and special attention are the value delivered by the company.  

Perspectives on e-Loyalty drawn from Loyal to Each Other: customer loyalty commitment, 

customer loyalty proof, and customer service staff dedication to serve. The perspective of e-Loyalty 

is determined by the e-Trust which is reflected from the themes of mutual trust (Trust Each Other). 

That is customer recognition to customer service team performance and recognition of the 

company's reputation offset with the company’s trust to the customer.  

 

KEYWORDS: Configuration Analysis, Customer Review, e-Satisfaction, e-Service Quality, e-

Loyalty, e-Trust, Word of Mouse 
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II. THEORY 
2.1. e-Sevice Quality, e-Satisfaction and e-Loyalty 

At the beginning of the online retail presence, Web performance and low prices will spur success. But 

regardless of the low price offers, they are not able to fix the issues of quality of service and frequently occur: 
the consumer canceled the transaction, the product is not delivered on time or even not sent, emails not replied, 

and the desired information cannot be accessed [5]. Customers are ready to pay higher prices for online 

shopping as long as they can see some values obtained for instance comfort, exclusivity, etc. [6] Quality of 

service is a prerequisite for determining customers‟ satisfaction and loyalty. Satisfied customers show their 

loyalty by repurchasing and doing WOM. In reality, there is doubt among many Internet users to conduct 

transactions in the Web, especially because of the privacy and trust towards Internet [7].  In general, the e-

Service Quality is still low [8], customer dissatisfaction is encountered more in an online securities brokerage 

service [9]. In the context of online shopping, has conducted a review and synthesis of the literature on service 

quality delivery through Web sites and generate [10] four-dimensional conceptualization of core e-SERVQUAL 

(1) efficiency  (2) reliability  (3) fulfillment (4) privacy. Also, a three-dimensional quality of the particular 

online service recovery e-SERVQUAL is developed: (1) responsiveness (2) compensation  (3) contact.  A 
review and synthesis of 25 studies over the period 1996 to 2008 and establish eight scales of measurement of e-

Service Quality [11]: (1) Web site design (2) personalization (3) empathy. There are five dimensions similar to 

those expressed by Zeithaml et al. (2002): (4) reliability (5) responsiveness (6) security (equal to the dimension 

of privacy), (7) fulfillment (8) information (equal to efficiency).     

 

 Important things considered by each researcher above is: the importance of the empathy dimension, 

that althought there is no face to face interaction in the process of online services, some human contacts 

included in online services, such as e-mail communications [12]. The availability of individual customer 

attention shows empathy to customers. Some attributes of empathy dimensions expressed are: (1) good personal 

attention (2) adequate contact (3) address complaints friendly (4) consistently courteous. On the other hand, has 

built a preposition that connects Technology Readiness and e-Service Quality on E-Shopping Behavior. [13] 

The  propose that the Technology Readiness of customer (customers' TR) will be a positive influence on the 
online Service Quality (e-SQ) perception, and these perceptions will positively influence the behavior of online 

shopping (e-SB). From these two concerns, researcher depict that Internet technology could replace the human 

absenteeism in Customer Service process, but technology should more concern in the two-way communication, 

with paying attention to the psychological aspects.       

 

2.2. e-Trust          
 Some studies also relate the Satisfaction - Loyalty to e-Trust dimensions.  There was a relationship 

between  e-Trust with intention to shop online. The fulfillment of privacy enhance trust towards Internet, which 

is the feeling of free from specific threats such as citations or personal data theft, data misuse and computer 

viruses [14]. Six companies observed base on customer text comments (500-1000 characters) and customer 

rating. This observation conclude that e-Trust in B2C e-commerce is more difficult to realize than offline 
business, due to the presence of retailers in cyberspace that often face consumer views which are not too 

obvious or clear. Gaps in the consumer trust still exist, how e-tailer as "Strangers" can logically be expected 

[15].   From both of the studies, it is clear that e-Trust is a very important factor. Perceptions of e-Service 

Quality can grow through Technology Readiness, but the e-Trust seems to be more influential in shaping the 

perception of quality, and privacy is the dominant factor that shapes customer's trust.  

 

2.3. e-WOM (Word of Mouse)         
 Internet is a medium that juxtaposes interpersonal relationships in terms of the absence face to face 

interaction and there is distance obstacle.  Online interactions mostly appear in written forms, take place within 

the framework of direct communication (real time) or as an indirect interaction (delayed); but in this form, 

Internet has changed the act of writing into speech  [16].  e-WOM are very open and easily accessible to Internet 
users. To obtain the data of e-WOM, this research utilizes an American Web sites by considering [17]: that 

secondary data required and easily available in the U.S. or Europe; tend to be not available or difficult to obtain 

outside the U.S., particularly in Asia and developing countries”. Zappos.com, an American online shoe 

store, stores thousands of customer review data base that is easily accessed and downloaded. The text review is 

descriptive, and it describes the plot in detail. Researchers used the data of 15-month period (January 2011 to 

March 2012). A research that is using data provided by other parties described in Myers (2009:153) as same as 

using interviews or observations, to collect the data may also obtain data from the document.  

 Furthermore, it was stated that a document such as email, blog, webpage, corporate records, 

newspapers, and photographs depict things said or things that happen. It was also said that this document 
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provided facts or evidence in building a more complete picture than those provided only through interviews or 

observation.  Internet is a vast medium, influential, and without obstructions. Internet is a very large database 

and can be scanned (observed), which provide a wide range of meaning or significance in individual 

communications or communications that present publicly [18].  Researchers use online customer review text as 

the primary data research is in line with the general definition of the document as "a written text" and should be 

studied as a social product [19].  By comparing some of the research findings in the context of offline and 
online shopping; the diverse of shopping motivations, the main dimensions of service quality, and gaps in the 

research results in explaining the phenomenon of online customer satisfaction and loyalty are reflected. This gap 

enables more efforts to discovering Noema (what is behind the phenomenon) in online customer satisfaction and 

loyalty deeper. Thus we need to understand what is presented or discussed by the online customer shopping 

experiences, about their satisfaction and loyalty more deeply. This understanding can be done by exploring the 

Word of Mouse in customer review text. Customer opinion in a product review on the Web site is the 

embodiment of the Word of Mouse, contains rating of good or bad with general comments; usually used the 

word choises for emphasis in assessing the quality of the product, often seen there is a strong expression of 

emotions verbally (through choice of words) or non-verbal cues (orthographic): capital letters, punctuation 

[20]. The importance of customer review for online customers is described by some researchers: (1) the feeling 

level of review readers, caused by the power (valence) of a review (2) when the readers feel the resonance of the 
reviewer, they assume that such reviews more trustworthy and useful, and give greater influence over their 

purchase intentions [21].  The depth and content of the information (content and context) of a review 

significantly affect consumer perceptions of source credibility and their intention to purchase decisions 

[22]. The depth of the reviews (reviews depth) has a positive and significant effect on the benefit of a good 

review both for experience goods and search goods [23].   The positive Word of Mouse may reduce the risk of 

purchase, increase the perception of the company, develop a psychological condition (e.g. relief), and fix 

interest in purchasing [24]. 

III. METHODOLOGY 
Exploration and explanation of this research reveal and explain the customer's perspective of e-Service 

Quality, e-Satisfaction and e-Loyalty. Exploration conducted on the customer's expression conveyed in a written 
form in the customer review text. The discussion associated with the phenomenon of online shopping, especially 

for product that has two categories at once. Shoes have both search product and experience product category in 

apparel product lines. This study uses data customer downloaded from the online web store Zappos.com (USA). 

Interpretive analysis conducted on the online customer's perspective which is written in the text of customer 

reviews.  The purpose of the study is to explain the connectedness between e-Service Quality, E-Satisfaction 

and e-Loyalty. Interpretive analysis of the e-WOM data in the form of customer text produces main themes of 

research focus: e-Satisfaction and e-Loyalty.        

 Population is 1057 collection of text (text corpus) of customer review in January 2011 to March 2012 

period (15 months) available in the Zappos.com Web site. Samples are text of customer reviews which meet the 

content and depth. According to the research conclusions of [25] that interest of borrowing books in the library 

is significantly affected by the length of the sentence read in the book reviews online. Also, it is concluded that 
book review depth (rich lexical content) will increase the intention to borrow books. Researchers have 

conducted initial observations that many customer reviews consist of many sentences and contain the depth of 

various customer expressions about their shopping experience. Initially all the text to be conversed into Word 

format, Times New Roman style, font 12, with normal margins (left and right 2.5 cm). There is a text 

classification for 1057 customer review text based on the number of lines in each text as below: 

 

TABLE 1. TEXT CLASIFICATION (BASE ON ROW NUMBER) 

 

Category 

(row 

number) 

January – June 

2011 

July – December 

2011 

January – June 

2012 

Number of 

Texts 

1-5 476 156 48 680 

6-10 142   87 47 276 

11-15   36   16 12   64 

>15   18   12   7   37 

Total 672 271            114            1057 

Source: Data Process 
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Raw data of social scientists consist of the meaningful words, not structured from human being 

fellowship. The characteristics of these social sciences are sometimes described as the double hermeneutic,   

„subject‟ of social researcher   and acts as an interpreter to the social situation of the society that is being studied 

[26]. Hermeneutic endeavor is to reveal the phenomenon through the back and forth process related to the 

whole text. Interpretations are continued to be improved as there are more text tackled by the researchers [27].  

This research use data analysis steps of [28] stated that ideally, with an intellectual analysis and 
interpretation, raw data is processed and refined, summarized into meanings. Then it can then be presented in 

the form of a theoretical concept that brings new understanding through a process of refinement. The process of 

inductive logical reasoning, observation of individuals constructed in order to make a more general statement 

about the phenomenon. The sequences of qualitative data analysis are as follows: 1) Coding 2) Noting 3) 

Abstracting and comparing 4) Check and Refinement 5) Generalizing 6) Theorizing. There were a number 

of perceived obstacles that is the obstruction of the scope of qualitative approaches in the marketing 

research. These four scopes are characterized [29]: 1) The volume of data 2) Analysis complexity 3) Detail of 

classification records and 4) The speed and the flexibility of analysis. To overcome this problem, researchers 

use MAXQDA11 [30] software to process, organize, store, and display the output and to analyze the data. The 

data configuration simulation is conducted to see the connectedness between the themes. This configuration is 

very important to deal with the above constraints. Researchers utilize options in the software worksheet to 
describe the connectivity between themes and formulating propositions. 

 

3.1. Step of Data Processing By Software MAXQDA11      
 Data processing by using software is able to provide an accurate theme-setting process, because code 

(label) on the themes recorded in the software system, so it can efficiently be displayed at any time. As well as 

to fix the code determination on a meaningful statement. The process which is recorded in a software system is 

able to produce summaries and data processing display efficiently. The outputs generated from data processing 

are as follows:  

1. Table of the theme frequency 

2. The connectedness Matrix and Chart of themes (code relation matrix) -  (14x14 theme in this study) 

3. Configuration table among themes (up to 5 themes) that describes connectedness (frequency) between the 

specified themes. Configuration table is used as the basis for preparing the premises. 
4. Table of data (customer review text) which is included in the configuration. This table is used to construct 

the connectedness of meaningful statements of related review text, subsequently forming the premises. 

5. Recapt of all meaningful statement which are very helpful to establish propositions  

The data processing are as follows:  
1. Importing the entire text (35 customer reviews) 

2. Inputting the 14 codes (Table 2) to the themes that have been estimated in early reading and understanding 

of customer review text. 

3. Reread the texts and confirm the meaningful reviews in every segment of the text.  

4. Displaying and printing the output of data processing required 

5. Simulation of the themes on  Configuration.   

 

IV. RESULT 
The research question answered is present in Table 2. Perspectives of e-Service Quality are answered 

through the themes pleasant online shopping (shopping experiences, practical shopping, shopping problem 

handling and functional satisfaction). Customer perspective about satisfaction is the emotional e-Satisfaction 

that is the emotional satisfaction of online shopping and family values (caring about each other/ special 

attention) that provides excitement, happiness. Perspectives on e-Loyalty is the emergence of the theme of 

loyalty commitment, loyalty and dedication of proof serve by a team of customer service. Perspectives of e-

Loyalty is determined by the e-Trust which is reflected from the theme of the recognition of the customer 

service team performance, recognition of the company's reputation and the trust company to the customer. There 

is a two-way connectivity both within trust and loyalty, namely the emergence of the theme of company trust 

(online store) to the customer and dedication to serve as company loyalty to customer.  These findings are 

clasified as mutual trust and loyalty.      
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Table 2. Theme (Code) 
 

No. Theme 

 

Perspective 

1 Shopping Experience (Fu1)  

e-Service Quality 2 Ease Shopping (Fu2) 

3 Shopping Problem Handling 

(Fu5) 

4 Functional Satisfaction (Fu3) 

 

5 Emotional Satisfaction (Fu4)  

Emotional e-Satisfaction 6 Happiness (Fa1) 

7 Joyness (Fa2) 

8 Fellow Care (Fa3) 

 
9 Recognition of Customer Service 

Performance (T1) 

 

e-Trust 

(Trust Each Other) 10 Recognition of Company 

Reputation (T2) 

11 Mutual Trust (T3) 

 
12 Commitment to Loyal (L1) e-Loyalty 

(Loyal to Each Other) 13 Proof of Loyalty (L2) 

14 Dedication to Serve (L3) 

      Source: Meaningful Statement in the Text Segment 

 

Tabel 3. Frequency of Theme 

 

Theme Code Frequency 
Proportion 

(%) 

1 Fu1 12 6.90 

2 Fu2 17 9.77 

3 Fu3 22 12.64 

4 Fu4 25 14.37 

5 Fu5  7 4.02 

6 Fa1  6 3.45 

7 Fa2 11 6.32 

8 Fa3   7 4.02 

9 T1   3 1.72 

10 T2 22 12.64 

11 T3   5 2.87 

12 L1 15 8.62 

13 L2 18 10.34 

14 L3   4 2.30 

 Total       174 99.98 

             Source: Data Process 

 
The proportion of the above themes can be grouped into four classifications themes as follows: The fun 

online shopping theme 47.70% (Fu1 s/d Fu5), The family theme 13.79% (FA1, FA2 and Fa3), The mutual trust 

theme17.23% (T1, T2 and T3) and 21.26% The faithful to each other theme (L1, L2 and L3). Furthermore, 

configuration table is used to determine the inter-connectedness of the table among themes.  The focus of 

the research is how the customer's perspective connects the e-Service Quality by e-Satisfaction and e-

Loyalty. From the themes discovered, it reveals that the explanation of e-Service Quality creates a pleasant 

atmosphere of online shopping (Fun Shopping) which gives total satisfaction (functional and emotional 
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satisfaction). Kinship through customer service team attitude that cares about others and gives special attention, 

fosters emotional satisfactions: the joy and happiness. The joy and happiness complement the emotional 

satisfactions (emotional e-Satisfaction). Emotional e-Satisfaction connected with e-Trust customers are drawn 

from the recognition of the performance of the customer service team and recognition of the company's 

reputation. Trust of the company to the customer, strengthens customer recognition of the company's 

reputation. Furthermore, e-Trust is connected to e-Loyalty as follows: customer‟s trust which is reflected from 
the recognition of team performance and the recognition of the company's reputation are the basis for the 

costumer to set their loyalty. The determination of customer loyalty includes commitment (promise) and 

proof. Customer loyalty is proved from the statements about: the time span has been a customer (and always 

satisfied), has been re-doing the shopping, have influenced others to become customers, has made the company 

the first place to shop online. From the process of meaningful reviews and coding processing, there are 174 

meaningful statements in 14 themes (see Table 3.) 

 

3.2. Connectedness of the Themes        

 Connectivity between themes is analyzed by using the data processing output (by MAXQDA11) in the 

form of a configuration table among themes. The process of establishing connectivity among themes by using 

the software of configuration table output MAXQDA11. Researchers determined nine (9) configurations based 
on the concept of logical frame of mind in the following order: 

 

1. Connectedness of Fun e-Shopping Themes 

Configuration 1: Connecting the theme of shopping experience, ease online shopping, shopping problems 

handling, functional and emotional satisfaction (Fu1, fu2, Fu5, Fu3, Fu4)  

 

2. Connectedness of Family Value Themes 

Configuration 2: Connecting Family Value theme with Trust Themes: joy, happiness, caring about others with 

the recognition of the customer service performance and recognition of the company reputation (Fa1, Fa2, Fa3, 

T1, T2) 

 

Configuration 3: Connecting the Family Value themes with Loyalty themes: joyness, happiness, fellow care   
with the commitment to loyal and proof of the loyalty (Fa1, Fa2, Fa3, L1, L2) 

 

3. Connectedness Mutual Trust theme 

Configuration 4: Connecting the Satisfaction themes with the Mutual Trust theme: functional satisfaction, 

emotional satisfaction with the recognition of customer service performance, recognition of the company's 

reputation and company trust (Fu3, Fu4, T1, T2, T3) 

 

4. Connectedness of Loyal to Each Other 

Configuration 5: Connecting the Satisfaction theme with the Loyalty themes: functional satisfaction, emotional 

satisfaction with the commitment to loyal, loyalty proving and company dedication to serve (Fu3, Fu4, L1, L2, 

L3) 
 

Configuration 6: Connecting the theme of Mutual Trust and Loyal to Each Other that are: recognition of 

customer service performance, recognition of the company's reputation with a commitment to loyal, loyalty 

proving and company dedication to serve (T1, T2, L1, L2, L3) 

 

5. Connectedness of particular themes 

Configuration 7: Connecting a special theme with the Trust themes: fellow care, mutual trust and dedication to 

serve with the recognition of customer service performance and the recognition of company‟s reputation (Fa3, 

T3, L3, T1, T2) 

 

Configuration 8: Connecting the special theme to the loyalty themes: fellow care, mutual trust and dedication to 

serve with commitment and loyalty proving (Fa3, T3, L3, L1, L2) 
 

6. Connectedness of themes associated with the Emotions with Trust and Loyalty 

Configuration 9: Connecting the emotions themes with trust and loyalty: emotional satisfaction, joyness and 

happiness with the recognition of the company's reputation and proving loyalty (Fu4, FA1, FA2, T2, L2) 
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3.3. Nine Theme Configurations           

 The configuration table shows the emergence of a particular theme (shown by 1), contrary to the 

number 0. The Frequency indicates the number of reviews that have multiple themes observed. In this research  

found  there are 5 reviews that contain theme Fu2, Fu3 and Fu4 (indicated by number 1) - in the first row. That 

can create Tabel 4. shown the connectedness  (frequency) between themes. Detailed explanation as below: 

Configuration 1: Connecting the Fun Online Shopping Theme with Satisfaction theme (Fu1, fu2, Fu5 with Fu3 
and Fu4).From the 19 combinations of connectedness (data process in this research), the matrix frequency 

among themes is composed.  The Matrix shows the number of review that has the theme connectedness. For 

example, the following matrix it is known that there are 7 customer reviews containing Fu1 and Fu3 theme.  

Then from the output of Configuration_Table_detail  it can be seen that there is a number of texts which have 

connectivity among themes observed. Some numbers of the customer review text which have inter-

connectedness themes is arranged into Table 5. The intersection shows some text of customer reviews which 

have the same connectedness. Then the meaningful statements in the text will be reassembled to form the 

premises. From the intersection, it is indicated that there is relationship between fun online shopping with 

satisfaction. All of these processes implemented to configuration 2 to 9 will be displayed: 

 

Table 4. Connectedness of Themes 

 

   Fu3  Fu4  

Fu1  7  9  

Fu2  14  12  

Fu5  5  6  

      Source: Data Process 

 

3.4. The Way to Form the Proposition 

Table 5. (at the end of this section) is used to indicate the review that has connectedness of theme spesified. 

Taken as an example the review number 2, 6 and 16 rearranged as follow: 

 

Text Review 2 describe the conectivity between shopping experience with satisfaction (functional and 

emotional) “I felt the need to take a minute and share my thoughts with you. I had recently been trying to find a 
few pair of sneakers and was having no luck, partially due to no selection at local stores, and also a wide foot. ... 

I had purchased some sneakers from another website but got a few imitations and had trouble returning shoes 

that didn't fit. ... I honestly don't see myself ever shoe shopping in the store again”. R2Fu1 (disatisfaction 

experience) “But when my friend said to try it, I figured why not. Well, I placed my first order for two pair on a 

Saturday night. I choose regular shipping and to my delight they arrived on Monday morning!” R2Fu3 

(functional satisfaction)  “... Without your quick free shipping you wouldn't have won me over! … PLEASE 

continue to offer the same shipping policy as you have no idea how many like me there are out there and don't 

share with you”. R2Fu4 (emotional satisfaction) 

 

Text Review 6 describe the conectivity between ease shopping with satisfaction (functional and emotional) 

“... Shopping at Zappos.com feels so comforting and secure. I feel like I never have to worry about my orders as 
service is easily attainable, shipping is incredibly fast (and free!)” R6Fu2 (ease shopping) “and your customer 

service representatives are simply amazing” R6Fu3 (functional satisfaction)  “... I have never taken the time 

to thank a company for their services but with Zappos.com, I just had  to!! ... “ R6Fu4 (emotional satisfaction) 

 

Text Review 16 describe the conectivity between ease shopping with satisfaction (functional and emotional) 

“... My standard shoes didn't feel just right. ... My poor feet were not happy. I finally gave into the  conclusion 

that I was refusing to accept. They didn't fit. What to do? I wore them outside, so I can't  return them right?” 

R16Fu5 (customer confidence to get shopping problem handling)  “... Did I mention the free shipping? 

Yup, free. Imagine my surprise to find my shoes on my doorstep,  just over 12 hours from placing the 

order online!! Free overnight shipping, incredible R16Fu3  (functional satisfaction)  “I contacted Zappos 

via live chat and talked to a wonderful rep. She told me that not only would they  extend the courtesy of 

returning the shoes, but they would send me a different pair in exchange. Still  free shipping!! Awesome. So 
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there I am sitting there completely pleased, having just been given  everything that I wanted” R16Fu4 

(emotional satisfaction) 

 

Conclution: Shopping experience determine customer to searching the store that they meet their need of 

satisfaction. Ease shopping give rise to both fungsional and emotional satisfaction, as the same as shopping 

problem handling. These connectedness used to establish proposition 1 (P1): Fun online shopping determine e-
Satisfaction. The entire propositions below are formed by the same process of understanding. 

P1  Fun Online Shopping Determines e-Satisfaction 

P2  e-Satisfaction Encourages e-Trust  

P3  e-satisfaction cause e-loyalty  

P4 Family value promote positive Emotions 

P5 Emotional e-Satisfaction develope e-Trust 

P6  Family value promote e-Loyalty 

P7  E-trust determine e-loyalty  

P8  Mutual trust strengthen e-Satisfaction 

P9  Mutual trust strengthen e-Trust 

P10  Mutual Faithfulness promote e-Satisfaction 
P11  Mutual Faithfulness Strengthen e-Loyalty 

 

Table 5. The Text Review Related Connected of the Theme 

 

 Review Number Intersection 

(Review) 

Fu1-Fu3  

Fu1-Fu4  

   

01, 02, 06, 10, 13, 14, 16  

02, 06, 08, 11, 14, 16, 29, 34, 36  

   

02, 06, 14, 16  

Fu2-Fu3  

Fu2-Fu4  

   

01, 04, 05, 06, 12, 13, 16, 18, 21, 33, 35  

04, 05, 06, 16, 18, 19, 20, 29, 33, 34, 35, 36  

04, 05, 06, 16, 18, 

33, 35  

Fu5-Fu3  

Fu5-Fu4  

   

02, 15, 16, 25, 37  

02, 08, 15, 16, 25, 37  

   

02, 15, 16, 25, 37  

     Source: Data Process 
 

 

3.5. Upcoming Research 

1. This study focuses on the online store customer settings in America. However, this study would be the 

basis for similar studies in the setting of online store in Indonesia. A qualitative  research is needed to continue 

an understanding and the concept of e-Service Quality, e-Satisfaction, e-Trust and e-Loyalty. 
 

2. This study uses a data base of customer reviews that are available in the context of American society to 
creating a product review in detail. However, in the context of Indonesian society, it  seems difficult to 

obtain the similar data. It is necessary to change the research methodology. Qualitative Diary Research can be 

potentially to explore the e-Shopping customer experience. 
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1. INTRODUCTION 
 Reliability of a system is the probability that a system will adequately perform its intended purpose for 

a given period of time under stated environmental conditions [1]. In some cases system failures occur due to 

certain type of stresses acting on them. Thus system composed of   random strengths will have its strength as 

random variable and the stress applied on it will also be a random variable. A system fails whenever an applied 

stress exceeds strength of the system. In a finite mixture model, the distribution of random quantity of interest is 

modelled as a mixture of a finite number of component distributions in varying proportions [2]. The flexibility 

and high degree of accuracy of finite mixture models have been the main reason for their successful applications 

in a wide range of fields in the biological physical and social sciences. The estimation of reliability based on 

finite mixture of pareto and beta distributions was studied by Maya, T. Nair (2007)[3]. 

 

                               In reliability theory, the mixture distributions are used for the analysis of the failure times of 

a sample of items of coherent laser used in telecommunication network. In an experiment, one hundred and 

three laser devices were operated at a temperature of 70 degree Celsius until all had failed. The experiment was 

run longer than one year before all the devices had failed, because most of the devices were extremely reliable. 

The sample thus consists of two distinct populations, one with a very short mean life and one with a much 

longer mean life. This can be considered as an example of a mixture of two exponential distributions with 

probability density function of the form 

             1 1 2 2( ) exp( ) (1 ) exp( ), 0 1, 0, 1,2if x p x p x p i              

The above model will be useful to predict how long all manufactured lasers should be life tested to assure that 

the final product contained no device from the infant mortality population. 

 

      In the present paper we discuss the statistical analysis of finite mixture of exponential distributions 

in the context of reliability theory. We give the definition and properties of the finite mixture of exponential 

distributions. We derive the reliability, when the strength X follows finite mixture of exponential and the stress 

Y takes exponential and finite mixture of exponential. We discuss estimation procedure for finite mixture of 

exponential distributions by the method of maximum likelihood estimation and also estimation of stress-strength 

reliability. We illustrate the method for a real data on survival times of leukaemia patients and finally give the 

conclusion. 

 

 

 

ABSTRACT: 
 In this paper considered a situation where stress and strength follow finite mixture of exponential 

distributions to find the reliability of a system. It has been studied when stress follow exponential 

distribution and strength follow finite mixture of exponential distributions and both stress-strength 

follow the finite mixture of exponential distributions. The general expression for the reliability of a 

system is obtained. The reliability is computed numerically for different values of the stress and strength 

parameters. We estimate the parameters of the reliability stress-strength models by the method of 

maximum likelihood estimation. The role of finite mixture of exponential distributions is illustrated 

using a real life data on time to death of two groups of leukaemia patients. 

 

KEYWORDS: Exponential distribution, Finite mixture of exponential distributions, Maximum 

Likelihood Estimation, Reliability, Stress-Strength model.  
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II. STATISTICAL MODEL: 
The assumptions taken in this model are 

(i) The random variables X and Y are independent. 

(ii) The values of stress and strength are non-negative. 

         If X denotes the strength of the component and  Y is the stress imposed on it, then the reliability of the 

component is given by [1],

                                        

                       

                     

0 0

( ) ( ) ( )

x

R P X Y g y dy f x dx

  
    

 
                                                         (1) 

where f(x) and g(y) are probability density functions of strength and stress respectively.                                            

 A finite mixture of exponential distribution with k-components can be represented in the form   

     1 1 2 2( ) ( ) ( ) ................. ( )k kf x p f x p f x p f x                                                    (2) 

                                     where 0, 1,2,...,ip i k    
1

1
k

i

i

p


  

The r
th

  moment of the mixture of two exponential distributions 

      
 1 1 1 1 2 2

0

( ) exp( ) 1 exp( )r rE x x p x p x dx   


        

               
1 1 1 21 1

1 2

( 1) ( 1)
(1 )

r r

r r
p p 

  

 
    

When r = 1, 

 

1 1

1 2

1
( )

p p
E x

 


    10 1, 0, 1,2ip i     

When r = 2,    
2 1 1

2 2

1 2

2 2(1 )
( )

p p
E x

 


   

Thus the variance is given by       1 1 1 1 1 1

2 2

1 2 1 2

(2 ) (1 )(2 ) 2 (1 )
( )

p p p p p p
V x

   

   
    

 

In this paper we are considering two cases. They are 

(1) Stress follows exponential distribution and strength follows finite mixture of exponential distributions. 

(2) Stress and strength follows finite mixture of exponential distributions. 

 

III.  RELIABILITY COMPUTATIONS: 
                     Let X be the strength of the k-components with probability density functions fi(x); i=1,2,..,k. 

Strength X follows finite mixture of exponential distribution with pdf 

       
1

( ) exp( ), 0, 0, 0, 1,2,..., ; 1
k

i i i i i i i

i

f x p x x p i k p  


                           (3) 

 

3.1.Case(i) The stress Y follows exponential distribution:  

              

When the stress Y follows exponential with pdf 

                ( ) exp( ), 0, 0g y y y       

 

As a special case of (3) with k = 2, we have 

1 1 1 1 2 2( ) exp( ) (1 ) exp( ), 0, 0, ( 1,2)if x p x p x x i             

And if X and Y are independent, then the reliability R from (1) 

  2 1 1 1 1 2 2

0 0

exp( ) exp( ) (1 ) exp( )

x

R y p x p x dydx     


        
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1 2
2 1 1

1 2

1 (1 )R p p
 

   

   
      

                                                                                      (4)

 

 

As a special case of (3) with k = 3, we have 
3

1 1 1 2 2 2 3 3 3

1

( ) exp( ) exp( ) exp( ), 0, 0, ( 1,2,3); 1i i

i

f x p x p x p x x i p      


           

  3 1 1 1 2 2 2 3 3 3

0 0

exp( ) exp( ) exp( ) exp( )

x

R y p x p x p x dydx       


         

31 2
3 1 2 3

1 2 3

1R p p p
 

     

    
        

                                                                          (5)

 

 

In general from (2), 1 1 2 2( ) ( ) ( ) ................. ( )k kf x p f x p f x p f x                                         

                                     where 0, 1,2,...,ip i k    
1

1
k

i

i

p


          

we get               
1

1
k

i
k i

i i

R p


 

 



                                                                                         (6)

 

 

From table 1 and table 2 and figs.1 and 2, it is observed that if stress parameter increases then the value of 

reliability increases, if strength parameter increases then the value of reliability decreases. 

 

3.2.Case (ii) The stress Y follows finite mixture of exponential distributions: 

 

For  k = 2, we have 

1 1 1 1 2 2 1 2( ) exp( ) (1 ) exp( ), , 0f x p x p x            

3 3 3 3 4 4 3 4( ) exp( ) (1 ) exp( ), , 0g y p x p x            

 

And if X and Y are independent, then the reliability R from (1)  

  2 3 3 3 3 4 4 1 1 1 1 2 2

0 0

exp( ) (1 ) exp( ) exp( ) (1 ) exp( )

x

R p y p y p x p x dydx       


           

    

1 2 1 2
3 1 3 3 3 1 3 1

1 3 2 3 1 4 2 4

1 (1 ) (1 ) (1 )(1 )p p p p p p p p
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       
        

   
      (7)

 

 

For  k = 3, we have 
3

1 1 1 2 2 2 3 3 3

1

( ) exp( ) exp( ) exp( ), 0, 0, ( 1,2,3); 1i i

i

f x p x p x p x x i p      

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Then  
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x
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In general from (2), 1 1 2 2( ) ( ) ( ) ................. ( )k kf x p f x p f x p f x                                         

                                     where 0, 1,2,...,ip i k    
1

1
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i

p


   
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
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
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                                                                                                  (9)

 

 

From table 3 and table 4 and figs. 3 and 4, it is observed that if stress parameter increases then the value of 

reliability decreases, if strength parameter increases then the value of reliability increases.   

 

3.3. Hazard Rate: 

    Let t denotes life time of a component with survival function S(t). Then the survival function of the 

model is obtained as  

       1 1 1 1 2 2 1( ) exp( ) (1 ) exp( ), 0, 0, 0 1iS t p t p t t p              

For the model the hazard rate h(t) is given by 
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( )

( )
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h t

s t
  
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                                                                    (10)

 

In general, 

      

1

1

exp( )

( )

exp( )

k

i i i

i

k

i i

i

p t

h t

p t

 
















                                                                                                    (11)

 

Finite mixture of exponential possesses decreasing hazard rate and constant hazard rate depending upon the 

values of the parameters. Fig 5, show the behaviour of hazard rate at various time points. 

 

IV. ESTIMATION OF PARAMETERS: 
              We estimate the parameters of the models by the method of maximum likelihood estimation.Consider 

the situation when there are only two sub populations with mixing proportions p1 &(1-p1) and f1(x) and  f2(x) are 

exponential densities with  parameters 1 2&  respectively.   

The likelihood function is given by 


1 2 1 1 1 1 1 2 2

1

( , , / ) exp( ) (1 ) exp( )
n

j j

j

L p y p y p y     


      
                                       (12)

 

Where yij  denoted the failure time of the j
th

 unit belonging to the i
th

 sub population j=1,2,...ni ; i=1,2 and   
  11 12 1 21 22 2, ,...... ; , ,......

i in ny y y y y y y  

Maximization of log likelihood function of  (12) w.r.t the parameters yields the following equation  
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The above results can be generalized for any k, giving the following estimators  
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4.1. Estimation of Stress – Strength reliability: 

(i)       When the strength X follows  finite mixture of exponential distributions with parameters i   and pi and 

the stress Y follows exponential distribution with parameter   , then the M.L.E of   R  is given as  
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(ii)        When the strength X follows  finite mixture of exponential distributions with parameters i  and pi and 

the stress Y follows finite mixture of exponential distribution with parameter j  and pj then the M.L.E of   

R  is given as  
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V. DATA ANALYSIS: 
We consider a data on time to death of two groups of leukaemia patients which is given in Table 5 (see 

Feigl and Zelen, 1965) to illustrate the procedure of estimation. We then estimate the parameters using M.L.E 

technique. Table 6 provides the values of the estimates by M.L.E method. Table 7 provides the maximum 

likelihood estimate of survival function at various time points. Table 8 provides the hazard rate function at 

various time points. 
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Case (i) Stress has exponential distribution and Strength has mixture two of exponential distributions: 

                             Table 1                                                                      Table 2 

P1= 1 2     R  P1   
1 2   R 

0.1 0.1 0.5  0.1 0.7 0.1 0.875 

0.1 0.2 0.666667  0.1 0.7 0.2 0.777778 

0.1 0.3 0.75  0.1 0.7 0.3 0.7 

0.1 0.4 0.8  0.1 0.7 0.4 0.636364 

0.1 0.5 0.833333  0.1 0.7 0.5 0.583333 

0.1 0.6 0.857143  0.1 0.7 0.6 0.538462 

0.1 0.7 0.875  0.1 0.7 0.7 0.5 

0.1 0.8 0.888889  0.1 0.7 0.8 0.466667 

0.1 0.9 0.9  0.1 0.7 0.9 0.4375 

0.1 1 0.909091  0.1 0.7 1 0.411765 
 

Case(ii) Stress-Strength has mixture two of exponential distributions: 

                         Table 3                                                                      Table 4 

P1=P3 
1 2   

3 4   R  P1=P3= 1 2   
3 4   R 

0.1 0.1 0.7 0.875 
 

0.1 0.1 0.5 

0.1 0.2 0.7 0.777778 
 

0.1 0.2 0.666667 

0.1 0.3 0.7 0.7 
 

0.1 0.3 0.75 

0.1 0.4 0.7 0.636364 
 

0.1 0.4 0.8 

0.1 0.5 0.7 0.583333 
 

0.1 0.5 0.833333 

0.1 0.6 0.7 0.538462 
 

0.1 0.6 0.857143 

0.1 0.7 0.7 0.5 
 

0.1 0.7 0.875 

0.1 0.8 0.7 0.466667 
 

0.1 0.8 0.888889 

0.1 0.9 0.7 0.4375 
 

0.1 0.9 0.9 

0.1 1 0.7 0.411765 
 

0.1 1 0.909091 

 

Table 5 

Survival times of leukaemia patients 

 

AG 

+ve 
143 56 26 134 16 65 156 100 39 1 5 65 22 1 4 108 121 

AG 

–ve 
2 3 8 7 16 22 3 4 56 65 17 4 3 30 4 43  

 

Table 6 

Estimates of parameters of survival times of leukaemia patients. 

 


1  0.016 


2  0.055 


1p  0.515 
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Table 7 

Maximum likelihood estimate of survival probability at various time points 
 

T 1 10 50 75 100 120 

( )S t  0.9659 0.7187 0.2624 0.1630 0.1060 0.0762 

 

Table 8 
Hazard rate   at various time points 
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Case(ii) Stress-Strength has mixture two of exponential distributions: 
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T 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

h(t) 0.5867 0.5501 0.5158 0.4836 0.4535 0.4252 0.3988 0.3740 0.3507 0.3289 
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Hazard rate function: 
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Figure 5

 

VI.  CONCLUSION: 
The role of finite mixture of exponential distributions in reliability analysis is studied. We derive the 

reliability, when the strength X follows finite mixture of exponential and the stress Y takes exponential and 

finite mixture of exponential. It has been observed by the computations and graphs, in case(i) if stress parameter 

increases then the value of reliability increases, if strength parameter increases then the value of reliability 

decreases. Where as in case(ii) if stress parameter increases then the value of reliability decreases, if strength 

parameter increases then the value of reliability increases. We developed estimates of parameters using 

Maximum likelihood estimation. The role of finite mixture of exponential distributions is illustrated using a real 

life data on time to death of two groups of leukaemia patients. 
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