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ABSTRACT

This paper, we proposed a new hybrid algorithmhi@ framework of genetic algorithm (GA) and
ant colony optimization (ACO). In this techniqubiet uses Ant colony optimization for tour
construction and novel crossover and 2-opt mutatidth multi chromosome representation using
for solving the multiple traveling salesmen probl€dMTSP) for near-optimal solutions. The
proposed crossover and 2-opt mutation is used fioeehe solution obtained from ACO. Multi
chromosome representation technique is a provenitimize the problem search space. Moreover
this representation is more similar to charactedsof MTSP. We evaluate and compare the
proposed hybrid technique with four different cimgs methods for two MTSP objective functions;
namely, minimizing total travel distance and miimg longest tour. The performance of proposed
hybrid algorithm is better in terms of best soluatiguality and average solution. The experimental
result shows that the proposed hybrid algorithm daemprove the solution quality of the GA.
Experimental result shows that the proposed albariis more efficient, than algorithm developed
by other.

KEYWORDS: Multiple Traveling Salesman problems, Ant Colomti@ization, Proposed
Crossover operator.

Date of Submission: 05-06-2019 Date of acceptance:20-06-2019

I. INTRODUCTION
1.1 Multiple Traveling Salesman problem
The multiple traveling salesmen problem (MTSP)dseyalization of the traveling salesman problemR)T $h
TSP a salesman visits all of the cities exactlyeoand back to the starting city whereas in MTSR VISP
can be defined as follows: Given a set of nodda®e§)i let there be m salesmen located at a sswlece node
(city). The remaining nodes (cities) that are tovtsited are called intermediate nodes. Then, tH&M consists
of finding tours for all m salesmen, who all stand end at the source node (city), such that eztehniediate
node is visited exactly once by only one salesnmahteck to the source node (starting city) anckaked cost
of visiting all nodes is minimized [30].
Given a collection of n cities and the distancav@l cost/distance) of travel between every patityf must be
partitioned into m tours for m>1 salesmen to serwet of n>m cites. The objective of MTSP is talfthe set
of closed tour with minimum cost of visiting all dffie cities exactly once and back to the startityg @he
objective is minimizing the total cost (distancegveled by all salesman and minimize the maximustadice
traveled by any one salesman. This problem candmeled using graph theory, where cities are reptedey
node and roads between the two cities are repexsdayt edges and the cost of travel from one citgrtother
city will be the weight of edges. This type of plein is modeled in graph theory. Given a weighteahpgrG =
(V, E, w), where V is the set of node representiigs, E is the set of edges representing roadsaais weight
(cost/distance) between each pair of nodes. A dlemar in which all the vertices are distinct whistknown as
Hamilton cycle. Finding set of m Hamiltonian cyclkeigh minimum travel cost in the weighted graphegithe
desired solution. i. e. total cost of visiting athdes is minimized. The cost between cities isesgmted by
matrix, known as cost matrix C =f¢i, j =1, 2, - - -, n. In cost matrix C thej(I" entry G, represents the cost
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of travel from ' to | city. The matrix C is said to be symmetric wherag, V (i, j) LJ E and asymmetric
otherwise. Based on Integer Linear Programmingnédation for the MTSP is defined as follows:
Let the decision variables

X = {1, if salesman travels from to cit
ii — o, otherwise
1)
The objective function is
n n
minimize Z:Z G % +mg, )
1
Subject to
n
2% =m 3)
i=2
n
2 X =m @
j=2
Since, each city can be visited only once, we have
n
dox; =1, j=1,2,..n#% ] )
i=1
Again, since the salesman has to leave each aigpexity n, we have
n
x; =Li=12,..nj#|j (6)
j=1
+subtour elimination constraint; (7)

Wherex; [0{0,1} is a binary variable whose value indicates whethesalesman visits next city or not. If

variable X; =1,a salesmen selects an edge on the tour for trévedriable X = 0, a salesmen does not

selects an edge on the tour for travel, Equatigmé8cribes the total cost to be minimized apd&presents the
cost of one salesman’s participation. Equationg8) (4) ensures that exactly m salesmen depart &oan
returns back to node 1. Equation (5) describesélsstiesman can only enter the cityfor one time, Equation

(6) describes that a salesman can only departone tie cityi for one time, i.e. Equation (5) and (6) describes
that a salesman visits each city only once. Eqodfi9 is used to prevent sub-tours, which are degeea tours
that are formed between intermediate nodes andamotected to the origin.

1.2 Literature Review

Since TSP and MTSP belongs to a class of NP-hambitorial optimization problems, which has many
applications in different engineering and optimizat problems. In recent years, many heuristic otame
heuristic algorithms have been developed for sghtiee NP-hard optimization problems, such as Sitadla
Annealing [8], Genetic Algorithms [10], [11] and ffele Swarm Optimization [9], etc. The most common
application of MTSP are in the area of scheduling eouting e.g. military search and rescue opematid],
interview scheduling [2], A columnar competitive deb (CCM) of neural networks incorporates with anmér-
take-all learning rule was employed to solve the S®T[3], workload balancing [5], mission plannindl]3
School bus routing problem [7], Crew scheduling][3#sign of global navigation satellite system @&3Y
surveying networks[6] etc.

Finding global solution for TSP problem within affiable computational resources is difficult. Inste& global
optimal solution, a suboptimal solution with reasiole computational load is obtained and it willttfier pruned
for global solution using heuristic concept. A capfensive survey on heuristic methods is availabld 2],
[13] and references there in GA is an iterativgpupation based, heuristic search technique forisgIWTSP.
Tang et al. [14] proposed a GA with one chromosoepeesentation for MTSP problem to solve the hbing
production scheduling problem. Song et al. [15]pos®ed an extended simulated annealing approacthdor
MTSP. Malmborg [16] and Park [17] solved MTSP usgmnetic algorithm has focus on vehicle scheduling
problem. The Carter and ragsdale [18] modeled asMiSP for vehicle scheduling problem that usegw n
two part chromosome representation. Brown et @] froposed a grouping GA that uses a chromosome
presentation. Singh and Baghel [20] proposed apinguGA that uses different chromosome represematnd
different crossover and mutation. Liu et al. [2¥pgented an ant colony optimization algorithm fof 3.
Yousefikhoshbakht [24] proposed modification of @@ colony optimization for solving MTSP. Yuan adt
[22] proposed a new crossover approach for MTSI wito part chromosome crossover (TCX) using GA.
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Venkatesh and Singh [23] proposed two meta-hecrégiproaches based on artificial bee colony andsiwe
weed optimization algorithm for the MTSP

[I. CHROMOSOME REPRESENTATIONSFOR THE MTSP
In this section, we introduced different technigjder chromosome representation, which are commoséd
when solving MTSP using GAs. We also discussed titeperties, weaknesses and benefits for solviigRl

2.1 One Chromosome Technique

In the one chromosome representation a solutionthi®MTSP represented by using a single chromosafme
length n+m -1, where n represents a permutatiam)(tf n cities with integer value ranging fromadl.rt and m
represents number of salesman. The solution chrem®ss divided in to m sub tours by inserting mdttmmy
negative integers that represents the change froensalesman to another. Therefore number of pessibl
solutions are (n + m-1)!. However, many of the jf@sschromosomes are redundant. The one-chromosome
technique is given in [4, 19]. For example in FigWhere n = 10 and m = 3) the first salesman widit cities

1, 3 and 10, the second salesman will visit cieS and 8, and the third salesman will visit siffe 4, 6 and 2.

Cites

1 3 10 ;119 5 8 207 4 6 2
Y Y Y

Salesman 1 Salesman 2 Salesman 3

Fig.1. Representation of one chromosome technique fératy MTSP with three salesmen

4.1 Two Chromosome Technique

In the two chromosome representation a solutiortHerMTSP represented by using a double chromosdme
length n. one-chromosome represents a permutatan) ©f n cities with integer value ranging frontaln and
the other chromosome represents city assignedsédeaman. The two-chromosome technique is givgh8h
[19], [20]. For example in Fig.2, (Where n = 10 and= 3) the first salesman will visit cities 1,@and 9, the
second salesman will visit cities 5, 7 and 10,ttied salesman will visit cities 3, 4 and 8. Ingtmethod there

aren!' m" possible solutions to the problem where n is thever of cities and m is the number of salesmen.
However, many of the possible solutions are redand#or example, given in Fig.2 the first two gemegach

of the chromosomes can be interchanged to credteratit chromosomes that result in an identical (or
redundant) solution.

Cities
1 3 5 9 7 4 8 6 10| ,

Salesmen

1 3 2 1 2 3 3 1 2 1

Fig.2. Representation of the two chromosome tealenfgr a 10 city MTSP with three salesmen.

4.1 Two-part chromosometechnique

In the two-part chromosome representation a solufitw the MTSP represented by using a two parthef t
chromosome. The first part of the chromosome oftlem represents a permutation (tour) of n citigsctv
value is integer from 1 to n and second part obrotusome of length m gives the number of citiesgagsl to
each salesman. Therefore, in this representatientdtal length of the chromosome is n + m. The eslu
assigned to the second part of the chromosomecastrained to be m positive integers that sum greleto
number of cities to be visited. The two part chreome technique is given in [18], [19]. For examipléig.3,

the first salesman will visit cities 1, 3 and 5ethecond salesman will visit cities 9, 7, 4, andh@ third
salesman will visit cities 6, 10 and 2. The twatpehromosome technique reduces redundant solutions
Therefore the size of the search space is alsaceeldun the two-part chromosome technique for tHESM,

there aren! possible permutations for the first part of tteomosome. The second part of the chromosome
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m-1
positive integer- valued m-vectors that satisfg fieiquirement [22]. Thus, size of the solution spfac the two-

represents a positive vector of integdlg, K,,...,K. ) that must sum equal to n. There (zﬂélj distinct

part chromosome representatiorhE{ n-1 ]

m-1)
Cites
5 o 7 4 s ) 13 2 3 4 3
.
~ . ~ A
Salesrman 1 Salesiman 2 Salestmnan 3
Y Y

Fig.3. Representation of two parts chromosome technigue 1.0 city MTSP with three salesmen.

4.1 Multi-chromosome technique
In this method MTSP solution represents by a malitemosome. The length of first chromosomk1 isthe

length of second chromosome k,, and so on. Therefore total number of cities inltithromosome

representation equalsﬁ k,=n- The multi-chromosome technique is given in [Z8)r example in Fig.4,
i=1

(Where n = 10 and m = 3) the first salesman walt\ities 2, 5 and 7, the second salesman it gities 10,

1, 8 and 9, the third salesman will visit citiesiand 3. Determining number of cites of the filstomosome is

equal to the problem of obtaining an ordered subté; elements from a set of n elements. There i9!
(n-k)
distinct assignment. For the second chromosomadbkgnment is (n-k)! , and so on. Therefore total
(n-k, = k,)!
search space of the multi-chromosome techniqudedarmulated as follows:

no, (oKt *___*(”/‘k.zﬂz o ®)
M M (n-k-..=k)!' (n-n

The length of the each chromosome represents a positivar wédhtegers( Ky Ky, k) that must sum to n.

There arfn—lj distinct positive integer- valued m-vectors that satisfy tequirement [22]. Thus, size of the
m-1
solution space for the multi-chromosome representatiolpI C@ -1j It is equal to the two part chromosome
|
representation but this approach is more similar to cheniatics of MTSP. So it can be more problem sjecif
therefore more effective. So our proposed method usedi-chubmosome technique that gives better

performance.

2 5 7
Chromosome 1 o
Salesmanl

EIENENER

Chromosome 2

~
Salesman 2
Lo

Chromosome 3 ‘\r'

Salesman 3

Fig 4: multi-chromosome technique for a 10 city MTSP with three salesmen.
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I1l.PROPOSED METHOD

The proposed hybrid method is an approximate niethat depends on good heuristics alternate
adequately between exploration and exploitatiore @terall procedures of our hybrid algorithm thambines
the Ant colony optimization tour construction, pospd crossover and 2-opt mutation heuristics. | th
proposed algorithm, the main idea of algorithmoiscteate an initial population of tours by usinmgie Ant
colony optimization tour construction heuristic. @ee of ACO, for initializing population, the expdbion
space for solution is reduced and hence the sdamgh in contrast to random generation of poputatid
tours/approximate solution. In ACO, the initial pbgtion of size P = m by using m ants , m antst $tam m
distinguish city to travel all city and return ts istarting city in such manner that, each citydtanly once
except the starting city. The first step of aldaritis to generate an initial population of pathusing Ant
colony optimization tour construction heuristicsAlrandomly generate population of break-point®uofs for
assigning number of nodes to each salesman for arh In the second step of algorithm fitness gaisl
obtained for each tour in population. In the thétdp, randomly select five tours and its correspanireak-
points from generated population and populationbodak-points. After then replace first tour and its
corresponding break-points with minimum cost amselgcted five tours and its break- points for aowss. In
the fourth step, apply proposed crossover opemothe first two tours from the selected five towth
crossover probability rate (pc) after then genetat® new children tour and its break-points. In thst step,
apply 2-opt optimal mutation operator with minimuroest between new individuals that generated after
crossover. After then update the population andatsesponding break-points. These processes ceepbated
until termination condition is satisfied.

3.1 Ant Colony Optimization

Ant Colony Optimization is a population-based gahesearch technique for the solution of difficult
combinatorial problems, which is inspired by theeygmone trail laying behavior of real ant coloniés
important behavior of the ants is the foraging lvévaand how they are able to find the shortesh ftween
sources and their nest despite being almost bliMiden ants move, ants can leave a chemical whidbdcal
pheromone trail on the path to transmit informatibhe amount of pheromone corresponds to the gualithe
solution found by the ants; and visibility inforrmat represents some forms of heuristic informatiwhich is
combined with the pheromone value in order to madeisions. Ants tend to choose the paths marketthdy
strongest pheromone concentration. The indirectngonication of the ants is to pheromone trails ideorto
enable them to find shortest path between sourdedastination. To apply ACO, the optimization pehlis
transformed into the problem of finding the bedhgan a weighted graph.

Main characteristic of Ant System is that, at edehation, the pheromone values are updated bthalm ants
that have built a solution in the iteration itsglf(i, j = 1, 2,..., n ) is the travel cost(distancejeen cities. The

amount of pheromone residual betweBrity and |' city is denoted ag (i, j) .The heuristic function from"
city to j" city is denoted as (i, j), which is equal to 1fcInitially, ants were assigned to cities randondgiting
each path’s initial pheromone to be equ(i, ] ) = constant. Ants move frorf tity to [ city or select next']

city with probability P, * is as follow:
[N TAL D7 & g
pE = ST AL T
0, else

wherea andp are the information stimulating factor and exgfactor, respectively. The method of updating
pheromone is given in [21], [33]. The pheromoqassociated with the edge joining frothdity to | city, is

)

updated as follows:

7, =(-e)r, + > A", (10)
k=1

whereAT; is equal td/L, ,if city (i, ]) belong to tour otherwise zero anb, is the length of the tour
constructed by ant k. 'e’ is the evaporation ratés the number of ants and Q is a constant.

3.2 Proposed crossover operator

In proposed crossover, the first city of chromosaris copied to the first position on child &nd the first city

of chromosomesis copied to the first position on child. @he remaining cites changed as procedure given in
Fig. 6. For example in Fig. 5, the first positiohparents § s are copied to the first position in chilgd and ¢
respectively, remaining positions 2, 3, 4, 5, 8 @nd 9 cities are swapped as procedure giveigir6F
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Parents, - 2] ][6[z[2 3T ][7 <]
Parents, : [4|32]B]7IE]E]I6]1]
Child o, - 2L T I IT I
Child ¢, - ][] L]
Child ¢, - ZJTE]E]FIEIEIE]E]
Child « - [dE2]EIT =15 1E ]

Fig.5: proposed crossowver

cl=geros{l,n):
cl=geros{l,n):
cl{l)==1{1):
cZ {1)==2 (1) =
==1:
Loz i~lims
LE{=L{l)~==2 (i) )=
foxr 7=%:m:
ifi=2im) ==1{3]1+
glij1==1i{ji~

==i:

w=1:
for iFlmm
LEI=Z(l)~==1ii)]
fox 3=I:m
LEislim) =s=Z(3]]
g iJ1==2 {11+
==i:

god

T
i 2y

&

| eZ{i)=0)
==L 3) ;

|

Fiz§: Alsorithm for proposed crossaver
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3.3 2-Opt optimal mutation

Basically, 2-opt mutation replaces two edge frotowx by two new edges that are not in tour suchttiecost
of new tour is less than that of the original t§2f][26]. This replacement process is continueldnidl further
improvement in the cost of the new tour is possitiles is often referred to as 2-opt optimal. Ntitat 2-opt
mutation keeps the feasible tour correspondingrevarsal of a subsequence of the cities.

The method proceeds by replacing two non-adjacedges(V,,V,,) and(v;,v;,,) by two new edges
(v, v, )and (v,,,, v 1), Which are the only other two edges that canater@ tour when the first two are

deleted. In order to maintain a consistent oriémabf the path by the predecessor-successorapdtip, one
of the two sub paths remaining after dropping thet fwo edges must be reversed [27]. For exaniplerting

the sub tour (V,,...,V;) in tour(Vi,V,,...,Vf ,¥,; )using 2-opt mutation, we get the tour

(Vis VsV 4y ) Finally, the change in the cost of the td, M.y, ..,V ,V,; )and (Vi, V.o Vo 1 Yy )
is given by:
Aij :C(V!\{)-'- C(yﬂf Y+1)_ ((|Vl i\il)_ C]V,j\ll)- (11)

The change in codl), gives the clue of the improvement of the tourisTitocess is repeated Ml is negative.
2-opt process can be generalized to perform k-apgation that removes some k edges and adds k ngesed

There arﬂ)possible ways to remove k edges in a path §d-1)!]*2%" ways to reconnect the

disconnected sub-paths (including the initial padhjecover the tour structure [27].

In the proposed algorithm, the initial suboptimallusion is generated with the help of Ant colonytiopzation

tour construction heuristic. The ACO tour constiarectheuristic reduces redundant solutions than aand
generation tour. And also, we use 2-opt mutatidmclvis sequential move and has less diversify [atioun for
next generation. But by using the combination ofGA@ur construction heuristic and 2-opt optimal atian,

the exploration space for optimal tour gets redueed hence the search time as well. Therefore the
combination of ACO tour construction heuristic ahapt mutation refines the tour for global optimaland
decreases time to get the optimal solution. Wadahat the proposed method ACO+2opt mutation dgetter
result in comparison to other heuristic methodsrea in [4], [22].

Table 1 Computational test conditions

Number of cites(n) Number of salesmen(m) GA generations
il 3,5 mdll 3000
100 3.3, 10md 20 10000
150 3,3,10,20 nd 30 20000

Table 2 Experimental results for minimising total travédtdnce
problem | crossover M=3 M=3 M=10 M=20 M=30

Mean | SD Best Mean | SD Best Mean | SD Best Mean | SD Best Mean SD Best
MTSP- | Proposed 441 4 43 469 5 461 604 10 580

1 Group+GA | 466 6 460 515 10 499 693 20 669

X 510 24 466 336 26 499 636 17 602

ORX+A 384 29 i 621 39 331 109 33 643

CYX+A 391 43 511 622 4 330 110 42 633

PMX+A 601 38 513 606 40 337 103 34 623 - - -
MTSP- | Proposad 21807 | 176 | 215865 | 24480 | 661 | 23275 | 31957 | 1092 | 20249 | 54111 | 1566 | 50831
100 Group+GA | 24071 | 690 | 22959 | 26220 | 755 | 24539 | 33943 [ 1221 | 33136 | 67623 | 2038 | 62963

TCX 32708 | 2267 | 28943 | 34179 | 2006 | 30041 | 36021 | 1964 | 32802 | 46976 | 1773 | 4112
ORX+A 415316 | 3336 | 36713 [ 42716 [ 2806 | 36196 | 44631 | 2007 | 38717 | 34263 | 3039 | 47971
CYX+A 41011 | 3195 | 35791 | 43634 [ 2804 | 35421 | 45130 | 3241 | 40804 | 352016 | 2884 | 46466
PMX+A | 41441 | 3423 | 33802 | 42063 [ 3931 | 33008 | 44786 | 3467 | 30785 | 32142 | 2388 | 46212 - - -
MTSP- | Proposed 40641 | 873 | 37957 | 40753 | 810 | 38714 [ 47751 | 1307 | 42234 | 68334 | 975 | 66424 | 90254 | 1413 | 87136
150 Group+GA | 40697 | 826 | 39504 | 42639 | 1825 | 39862 | 55895 | 1765 | 50892 | 79734 | 1138 [ 77668 | 105072 | 922 [ 102880
X 33831 | 2588 | 51126 | 61396 | 4739 | 31627 | 61360 | 3888 | 34473 | 69701 | 4340 | 62436 | 84008 | 3283 | 76481
ORX+A 67037 | 3745 | 60090 | 68018 | 3377 | 62339 | 72113 | 3637 | 63899 | 81696 | 5372 | 71933 | 96122 | 4362 | 88313
CYX+A 67463 | 4454 | 53333 | 60860 | 4342 | 31521 | 71384 | 4845 | 63126 | 83471 | 4197 | 75146 | 97106 | 3011 | 89008
PMX+A 68152 | 3140 | 38303 | 69112 | 4011 | 60761 [ 72620 | 4334 | 64973 | 81178 | 4920 | 73281 | 93732 | 4823 | 87402
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Table 3 Experimental results for minimising longest tour

proble | crossev | M=3 M=% M=I0 N=20 M=30
m o Maan [ 50 | Best | Mean [ 5D | Best | Maan | 50 [ Best | Mean [ 5D | Bast | Blaan [ 5D Bast
MTSF | Propose [ 177 | & 160 | 134 | 4 118 | 112 |40 112
- d
31 Group+
3 3 ’) 1 ’)
GA 188 | 4 184 | 139 3 129 | 112 ] 112

TCX 07 13 BT [I33 J10 133|113 |12 112
OFX+A [ II6 |12 I 16y JII 3% |18 |13 112
CTXtA [ II7T |16 158 | I6l 12 138 [ 131 16 112
B+ [2IIF [ 1I I9T | 16l 10 D (130 712 112

A
TSP | Froposz | 1005 | 337 | 8500 | 5045 | 219 [ 7607 | 6644 | ©5 | 6356 | 6356 [0 | 63&8
- d 5
+ 7 3
1o g‘:"l’ l“ 194 {33' 7907 | 137 | 7728 | 6688 | 65 | 6381 | 6404 | 43 | 6363
TCE [ 133 [ 10T | 1282 [ 1008 [ 678 [ &730 | 778 | 397 [ 6798 [ 676% [ 433 [ 358
5 3 |s §
DRYA | 1513 | 128 [ 1295 [ 1135 | 105 | 9315 | 0786 | 138 | 7977 [ 5123 | 8T | 2%¢8
7 1 |7 g 3 5
CYRA [ 1575 [ 138 [ 1386 [ 1133 [ 127 [ 9507 | 9151 | 136 | 7IIT [ 5109 | 936 | 6316
g 1 |7 3 g 4
PRIRF | 1523 [ 137 | TI28 [ 1125 [ 1T7 [ 9267 | 690 | 13% | TIG7 [ 5265 [ T60 [ 370
A g E 3 7 2 B
TSP | Froposz | 1200 | 257 | 1438 | 1059 | 288 | T013 [ 7379 | 104 | 7019 [ 3930 [ 79 | 5740 | 5410 [ 62 | 5146
- d 5 0 6 9
150 [ Crompt [ 153 307 | 253 N i
Tl e [ T 9T | M0 esna |99 | esse | ssa6 |36 | sasd | sas1 |5 | sk
X [ 257 [ T2 | 3055 [ 1605 [ 127 | 1308 [ 107 [ 927 | §975 [ 9630 | 780 [ 203 [ 750 [ 508 [ TI%9

3 ] 6 4 7 ] 1
OFX=A [ 1476 [ 168 [ II0T | I764 | 13T [ 13I8 | IST% [ I00 | IT78 | 1366 | I8T | IOZT | III0 | 1376 | 9182

6 9 3 6 9 ] 0 6 g 9 ] 4 4
CYX+A [ I350 [ 154 | Z08T | I760 | 136 [ I40Z | T473 [ I75 | TO77 | 1411 | 187 | 8385 | 1309 | II55 | 1089
6 1 5 8 3 9 8 0 9 1 1 1 4
PR+ [ 2421 [ T80 (2034 [ T74 [ 123 [ IS4T [ 1448 [ 213 [ IOV | I38T | I3T [ TIVI | TZ60 | 1667 | TO0E
A 6 1 7 1 5 8 9 9 8 0 5 2 8 0

IV.EXPERIMENTAL RESULTS
4.1 Experimental setup
For evaluating the performance of experimentalltesintel(R) Core (i5) 3.20 GHz processor, 4GB RAWM
MATLAB is used. In this experiment, test problenne aelected benchmark instances taken from the TESPL
The test problems are Euclidean, two-dimensionabrnsgtric problem with 51, 100, and 150 cities. These
problems are denoted as MTSP-51, MTSP-100, and MI3GRities. Table 1 represents the experimental
conditions of 12 different problem sizes (n) antesaen (m) combinations along with the run time dach
type of problem. The termination criterion is thember of generations. The values of parameters irsed

experiment are: population size and number of ants(100,a« = 1, £ = 1.5, initial evaporationg] =

0.01, tournament selection =5, probability of mutatipmj = 0.2 and crossover probability rate =0.8%e T
performance of methods compared based on best, amebstandard-deviation (SD).

4.2 Experimental resultsand analysis

In this paper, we compared the proposed algorittd®A2opt mutation with recent algorithm as preseiied
[4], [22]. To evaluate the benefits of the proposedthod, computational experiments were conduoted t
compare the performance of four crossover methoda set of problems created for the MTSP. We coenpar
the proposed method ACO+2opt mutation with othessover methods like Group+GA, TCX, ORX +A, CYX
+A and PMX +A. We conducted experiments for twoealtive functions. The first objective function i t
minimize the total travel distance of all the seles. The second objective function for MTSP is miging

the longest individual tour, which is also calledka-span [28], [29]. Minimizing the longest touldraes the
cities (or workload) among the salesmen and alsaimizes the distance travelled by the salesmen.
Minimization of the longest tour affects the fitsegalue as it gets decreased with the increasimgbeu of
salesmen. The test problems are Euclidean, twosdiimeal symmetric problems with 51, 100, and 13@<i

In this paper we refer to these test problems asSR{51, MTSP- 100, and MTSP-150, respectively. We
perform 30 trails for our method. The comparatiesults are shown in Table 2 and Table 3. The best
performance of the method for particular instanae $hown in bold. It can be seen from the Tabler@pare
the average solution quality of proposed methodu@+GA, TCX, ORX+A, CYX+A, PMX+A on Instances of
MTSP51, MTSP100, MTSP150, whereas from Table 3 esethe minimising of maximum distance solution
quality of proposed method, Group+GA, TCX, ORX+B8YX+A, PMX+A on Instances of MTSP51,
MTSP100, MTSP150. From the Table 2, it is cleat thur proposed method gives better performanterins

of total travel distance for all instances withpest to all performance parameter. From the Tabieis clear
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that our proposed method gives better performanderims of minimising longest tour for all instasosith
respect to all performance parameters, except MbSRdr Best and Mean for m=10, MTSP150 for Best and
Mean for m=20 and MTSP150 for Best and Mean for =3

V. CONCLUSION
In this paper, we have discussed a new proposeddhglgorithm ACO+2opt mutation for the MTSP. Ittle
combination of Ant colony optimization for tour cstruction heuristic, proposed crossover and 2-qgation.
We overcome the random initialization contaminatimn using ACO tour construction method. However,
crossover and mutation used to maintain local agttyn Our proposed hybrid method has also a pregos
crossover with a powerful local improvement 2-opttation heuristic. This combination affects the lgyaf
the solution. The performance comparison is shawmable 2 and Table 3. By comparing the resultthef
proposed hybrid algorithm with the standard aldwonis as presented in [4], [22], it can be concluthed the
proposed hybrid algorithm gives better performaragthermore, proposed algorithm can be appliedther
versions of the MTSP and combinatorial optimizafiwablems like vehicle routing problem, school bosting
problem and the sequencing of jobs for better tesul
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