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Abstract

Discovering frequent and interesting patterns is an important area of data mining. Transactional
databases cannot serve the requirement of analyzing current trends in shopping; it is required to focus on
analyzing dynamic data sets. Existing data mining algorithms when applied on dynamic data sets takes lot of
time as they generate very huge number of frequent patterns making the analyst with the task to go through all
the rules and discover interesting ones. Works that are reported until now in reducing number of rules are either
time consuming or does not consider the interestingness of the user and does not focus on analysis of rules. This
paper extends SSFPOA algorithm which produces clusters of semantically similar frequent patterns and presents
these clusters using data visualization.
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1. Introduction

One important area in data mining is concerned with the discovery of frequent patterns and interesting
association rules. While considering the transactional databases, the patterns are extracted over a certain period
of time like and at the end of the day. But, as the trends are continuously changing, the patterns extracted by
previous day transactions may not suit to the present trends. Hence there is a need in extracting frequent patterns
in dynamic datasets. The standard approach to update dynamic dataset is, applying the data mining algorithms
continuously for every update in the dataset. The most general algorithm used for this purpose is “Apriori
Algorithm”. Apriori algorithm extracts all association rules satisfying minimum thresholds of support and
confidence. If the threshold is high, some rules may be omitted and if the threshold is low then a large set of all
rules will be extracted. Solutions such as frequent closed patterns, using filters, using redundancy rules,
ontologies with semantics were proposed to solve this problem. Also compression on appropriate set of frequent
patterns, frequent patterns asserting the interestingness of association rules which is evaluated by using
relatedness based on relationship between item pair are investigated but there are still many challenges. First,
the problem of mining such patterns is difficult as algorithms are very time and memory-consuming. Second, as
usual in data mining problems, the number of patterns extracted by current solutions is too large to be easily
handled by end-users. Fig.1 presents the traditional approach to association rule mining where support and
confidence are used to produce best rules.
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Figure 1: Traditional approach for association rule mining.

Hence, we are considering the methods for finding similarity within frequent patterns and from those patterns
we can extract association rules. Then, we will apply clustering techniques on them. i.e. each cluster contains
semantically similar patterns. The paper is organised as follows: section 2 discusses about related work, section
3 about Proposed Work, section 4 about Conclusions and Future Work.
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2. Related Work

The interesting association rules and frequent patterns can be discovered by using 3 types of measures
such as i) Objective Measures (ii) Subjective Measures and (iii) Semantic Measures. Objective measure [1] as
given in Table 1 is a data-driven approach for evaluating the quality of association patterns. Since, these
measures calculate the frequent patterns based on the statistical parameters, different measures produce different
results. So, these are insufficient for determining the interestingness of a discovered rule. Subjective measures
[2] generally operate by comparing the beliefs of a user against the patterns discovered by the data mining
algorithm. But these measures are also not sufficient as the rules generated by these measures are user biased.
Semantic measures uses natural language processing techniques such as domain ontologies, web ontologies to
identify relationships amongst the patterns. Resnik’s approach [3] finds semantic similarity based on the
distance from one node to another. i.e.

the path between the 2 nodes is shorter; they are treated as more similar. This approach is mainly
based on the domain independent ontology such as Wordnet[4] But problem with Wordnet is, words which are
not identified by it is treated as noise. Also, shortest path is not only sufficient to conform on semantic
similarity. KEOPS methodology [5] works by comparing the extracted rules with expert’s knowledge and it uses
IMAK partway interestingness measure that considers relative confidence values and knowledge certainty for
determining the rule quality. KEOPS only focused on “Rules based Patterns” and is mainly based on IMAK
measure. But, IMAK is computed by quality indices like Support, confidence and lift, which are easily
interpretable. Since, the patterns generated by this methodology are heterogeneous, it is very difficult to access
as well as analyzing them. The work SSFPOA [6] extracts and clusters semantically similar frequent patterns. It
uses both domain dependent and domain independent ontologies, and considers the entire path to conform the
semantic similarity between elements along with their structural information such as the number of the children
for each node of schema, the number of subclasses for each class within the ontology. We extend SSFPOA by
adding visualization techniques for easy analysis of the extracted patterns. This paper proposes visualization
techniques for the clusters of rules extracted by SSFPOA.

[7,8] uses Scatter plots to display data as a collection of points. These are used when a variable exists
that is under the control of the experimenter. Mosaic plots [8,9] are often used to visualize relationship between
two or more categorical values. Parallel co-ordinate plots [8] visualise the distribution of the values of a variable
over the different values of another variable (For example, calculation of annual expenditure etc).

In, Matrix-visualization [10], the Antecedent is represented on the X-axis and Consequent on the Y-
axis. Intersection of Antecedent and Consequent represents the Selected interest measure. All these techniques
can visualize only small amounts of data. In [11] the results of association rule mining algorithms are
represented as directed graphs. Items, item-sets and association rules are represented as nodes, where as the
links between items and item-sets or association rules are represented as edges. But, this approach can visualize
only frequent item-sets and binary association rules derived from transactional data. Line graphs are most useful
in displaying data or information that changes continuously over time. Histograms are the special type of bar
charts, for visualizing showing a visual impression of the distribution of data. It can display large amounts of
data that are difficult to understand in a tabular, or spreadsheet form. So, line graphs and histograms will be
more suitable for visualizing semantically similar frequent patterns in dynamic datasets.

3. Proposed Work

Many mining methods use measures such as support and confidence for mining association rules
efficiently and also for measuring the quality of the mined rules. While considering the transactional databases,
the patterns are extracted over a certain period of time like, at the end of the day. But, as the shopping trends are
continuously changing, the patterns extracted by previous day transactions may not be useful to the present
trends. So that, we have to consider the problem of extracting frequent patterns in dynamic datasets, in which
the dataset is updated in small intervals of time. The measure SSFPOA uses domain dependent as well as
domain independent ontologies to construct semantic similarity matrix between all pairs of frequent items and
then clusters all the frequent patterns which have high similarity. These clusters are further used to generate
association rules with high level abstraction[12]. But, analyzing these association rules is a more difficult task,
we are extending this method with visualizing these clusters graphically. Figure 2 shows our extended approach.
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Figure 2: Extended Approach of Visualizing Semantically Similar Frequent Patterns

In this approach Level 1 to level 4 are the hidden layers. Here, each layer evaluates and output of this layer is
given as input to the next layer. Layer 1 is an exact string matcher which gives either 0 or 1 depending on
equality. If it generates 1 then level 2, 3 are not performed and is directed to level 4 for context matching. Layer
2 uses 2 matchers (neuron units) and layer 3 uses 6 matchers. Structural matcher considers the depth of the node
within the tree along with the other structural features such as :

(i) Number of children for each node
(i) Number of subclasses for each class of ontology

Also semantic similarity is measured in the range of 0-1. The algorithm SSFPOA has focused on interpreting the
frequent patterns that are mined, especially extracting semantically similar items and clustering them, instead of
generating large number of distinct rules for semantically similar items with separate support values, related
rules can be reduced. Our algorithm VSSFPOA extends, SSFPOA by visualizing the clusters of semantically
similar frequent item sets using Line graphs and Histograms. Table 2 presents semantically similar frequent
patterns produced by SSFPOA for product domain available at [13]. Similar patterns are clustered to generate
rules which are in higher level of abstraction. For example, the semantically similar items of Table 2 can be
clustered as 3 clusters, (i). Beauty/Health (ii) Foods and (iii) Other items. These can be formed by clustering the
similar patterns which are in the lower level of ontology. i.e. Beauty/Heath cluster can be formed by clustering
Toothpaste, Creams, Hair products, Health and Soaps. Biscuit/Rusk contains Biscuits, Papad, Dal/pulses, Roti,
Snacks and Pickles. The 3™ cluster Other items contains, Vegetables, Miscellaneous and Phone cards. In Line
graph Visualization, we represent the cluster numbers on X-axis and the semantic similarity value on Y-axis. By
plotting respective clusters with their corresponding similar value, one can easily visualize the clusters for easy
analysis as shown in Fig.3.
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Figure 3: Line graph visualization of semantically similar frequent patterns for Table 2.In Fig.4 visualization,
we first calculate the centroid of each cluster. The cluster numbers are represented on X-axis and the centres on
the Y- axis. By plotting respective clusters with their centroid, one can easily visualize the clusters for easy
analysis as shown in Fig.4.
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Figure 4: Line graph visualization of semantically similar frequent patterns for Table 2.

In Histogram visualization, we consider the number of rules or items each cluster have. By representing the
clusters on X-axis and number of rules on Y-axis, the visualization is more effective for the analysis as shown in
Fig.5.
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Figure 5: Histogram visualization of semantically similar frequent patterns for Table 2.

4. Conclusion And Future Work

According to the rapidly changing present shopping trends, it is essential to consider dynamic Datasets
for extracting frequent patterns. Existing data mining algorithms are very time consuming and they generate
very huge number of frequent patterns, hence we extend SSFPOA algorithm which results the semantically
similar frequent patterns at higher levels of abstraction and further clusters them. This paper extends SSFPOA as
VSSFPOA by adding visualization techniques like line graphs and histograms to clusters for easy analysis of
patterns. Our future work concentrates on providing visualizations in 3-D and the comparison of performance of
various visualization techniques.
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Table 1: Definition of Objective Measures
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Table 1: Definition of Objective Measures(Continued)
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Table 2: Semantically similar frequent patterns for product domain
SN Semantic ally sinmdlar items Parent nods
1 “iceco wajardanti 100gm 2.753% Tooth pasts
“Vicco wajardanti 100gm §6.503%
2 Gori Gori blus fairmess blsach S0gm $4.295 Cre arns
Gori Gori fairress ble ach S0 $4.95
2 Sodres] rensw hair color cream black 120ml $6.25 Hair products
Sodrs] rensw hair color crsam brown 120ml $6.95
4 Supreme Dark brown henna 150gm $2.95 Hair products
Supremre Maroon henna 150om $2.95
3 Eno lemon 100om $2.95 H=alth
Eno recular 100om $2.95
s Hajmolaimili 120 tbs $2.25 H=alth
Hajmola recular 120 tbs
T Godre] No.1 natural $2.75 Soaps
TGodre] No.1 ross $2.75
=] Ne=sm active toothepaste 125gm $2.25 Tooth paste
Nesm toothepasts 1250 $2.25
1=} Patta Jesra khari biscuit - 2002m $2.95 Biscuit
Pattu Masala khari biscuit - 2009 $2.95
Pattu plain khari biscuit - 200gm $2.25
Pattu Tomato khari biscuit - 200om $2.25
10 Indian P art Black Urid 1k $2.75 Dal/pulsses
Indian MMart Black Urid split 1k $2.75
11 Indian I art Kabuli Channa (10mm) 1ks $2.75 Dal/pulsss
Indian FMart Kabuli Channa (2mm) 1k $32.75
12 Indian MMart Toor Daal 1k $32.75 Dal/pulsses
Indian MMart Toor Daal premivm 1ks $2.75
12 Katoomba Roti Parantha (20 roti) $7.25 Roti
Katoomba Roti Parantha lite(20 roti) $7.25
14 Me=zban Gajar Halwa 280zms $6.25 Snacks
Md=zban Loki Halwa 280cms $6.25
15 Taj Walor Lilva (indian bzans) 400gm $2.00 Wegetables
Taj Walor Papdi (indian bsans) 400gm $2.00
15 Food Color - Orangs $2.00 Pdisc=llansous
Food Color - Red $2.00
Food Color - Yellow $2.00
17 Adthra sago papad 200z $2.25 Papad
Adthra sago papad color 200om $2.25
18 Lijjat papad - garlic 200gm $2.00 Papad
Lijjat papad —red chilli 2002m $2.00
Lijjat papad - Urad 200gm $2.00
12 South Asia Phons Card $8.00 Phones cards
South Asia Phons Card $16.00
South Asia Phone Card $40.00
20 Priva garlic pickls $2.50 Picklss
Priva carlic pickls $6.50
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